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Abstract

Standardized lossy video coding is at the core of almost
all real-world video processing pipelines. Rate control is
used to enable standard codecs to adapt to different network
bandwidth conditions or storage constraints. However,
standard video codecs (e.g., H.264) and their rate control
modules aim to minimize video distortion w.r.t. human qual-
ity assessment. We demonstrate empirically that standard-
coded videos vastly deteriorate the performance of deep vi-
sion models. To overcome the deterioration of vision per-
formance, this paper presents the first end-to-end learnable
deep video codec control that considers both bandwidth
constraints and downstream deep vision performance, while
adhering to existing standardization. We demonstrate that
our approach better preserves downstream deep vision per-
formance than traditional standard video coding.

1. Introduction

Video data is a major source of internet traffic [2]. A sig-
nificant and increasing amount of these videos is consumed
and analyzed by deep vision models [22]. Streaming videos
over a network or storing these requires lossy video codecs
and rate control to meet dynamic bandwidth or storage con-
straints, preventing video corruption or dropping [24].

Almost all real-world video processing pipelines utilize
standardized video coding (e.g., H.264 [52]) to ensure in-
teroperability and low-costs [29]. While deep video codecs
have demonstrated promising results and can be optimized
for deep vision models, they find minimal to no applica-
tion in real-world [29, 53]. This is due to the lack of
standardization (ISO) and limited support for rate control
(cf . Tab. 1) [59].

Standard video codecs are developed to minimize image
distortion w.r.t. human quality assessment (cf . Tab. 1) [40].
We demonstrate empirically that this is suboptimal for cur-
rent deep vision models. More specifically, using H.264
coded videos during inference leads to a vast deterioration

Table 1. High-level comparison to existing approaches. Our
deep video codec control offers both rate control and standardiza-
tion while being optimized for deep vision models

Optimize
vision perf.

Rate
control ISO

Deep video codecs ✓ ∼ ✗
Standard video codecs (e.g., H.264) ✗ ✓ ✓
Deep video codec control ✓ ✓ ✓

in downstream deep vision performance [37].
In this paper, we aim to optimize standard video codecs

for deep vision models (e.g., a semantic segmentation net-
work) by learning a deep video codec control (cf . Fig. 3).
For a given video clip V, we formulate the codec control
task as a constrained optimization problem

max
QP

M(DNN(H.264(V,Cθ(V, b))))

s.t. b̃ ≤ b.
(1)

Our lightweight control network Cθ consumes both the
video clip V and the (dynamic) target bitrate b to predict
high-dimensional codec parameters QP. We aim to learn a
content and bandwidth-aware prediction of QP, controlling
the H.264 coding, such that we maximized the performance
of a deep vision model DNN, measured by a task-specific
metric M (e.g., accuracy). Additionally, the resulting video
bitrate b̃ should not exceed the target bitrate b. To the best
of our knowledge, we present the first end-to-end learnable
codec control taking vision performance, bandwidth condi-
tions, and existing standardizations into account (cf . Tab. 1).
Making our deep video codec control the first standard-
ized approach to support real-world bandwidth conditions
as well as deep vision models.

Although approaches for optimizing standard video
codecs for vision models within the scope of standardiza-
tion have been proposed, they entail significant limitations
impeding their real-world application [11, 16, 24]. First, ex-
isting approaches heavily rely on the use of saliency maps
and hand-crafted rules [11, 16]. However, saliency maps
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often fail to express highly relevant regions for deep vision
models due to saturating gradients [45]. Second, existing
approaches only consider the preservation of vision perfor-
mance and do not consider rate control [11, 16, 24]. In con-
trast, our deep video codec control is not limited by the con-
cept of saliency maps, does not rely on hand-crafted rules,
and considers both the preservation of downstream vision
performance as well as rate control, offering a greater po-
tential for practical application.

Contributions. Motivated by the potential performance
gains and the need for standardization, we make the follow-
ing contributions: (1) We showcase that downstream deep
vision performance vastly deteriorates when standard video
coding is employed. (2) We propose the first end-to-end
learnable codec control, directly optimizing Eq. (1), while
maintaining compliance with standardization. (3) To enable
end-to-end learning, we introduce a conditional differen-
tiable surrogate model of a standard codec, allowing gra-
dient propagation through the non-differentiable standard
codec w.r.t. high-dimensional codec parameters. We show-
case the effectiveness of our deep codec control by con-
trolling H.264 for two classical vision tasks (semantic seg-
mentation and optical flow estimation) and on two datasets
(Cityscapes [8] and CamVid [4]).

2. Related Work
Video compression. The inherent memory complexity
and temporal redundancy of video data have motivated
the development of numerous algorithms for compressing
videos [32, 41, 54]. Significant time has been dedicated
to the development of standardized video compression al-
gorithms, examples include H.264 [52], H.265 [44], and
MPEG-5 [7]. Recently, deep learning-based video com-
pression algorithms have been introduced [53, 59]. De-
spite offering better preservation of the perceptual qual-
ity in the coded video and supporting custom quality ob-
jectives (e.g., preserving downstream performance), deep
video compression algorithms find minimal applicability, as
they lack widely supported standardization, are computa-
tionally heavy, and offer limited customizability as well as
control over the compression process for rate control [59].

Video compression for machines. With an increasing
amount of video data being analyzed by machines, such
as deep vision models, a new line of research on video
compression for machines has emerged [12]. A com-
mon approach is to extract vision feature maps from an
image or video and perform compression at the feature
level [12, 13, 35, 56]. Another approach is to train a deep
compression algorithm for a specific vision task, such as
object detection [3]. While some efforts have been made

towards standardizing video compression for machines, no
general standard has emerged yet [12, 17, 53], and the ap-
plicability of such approaches remains very limited. We do
not aim to develop a new video codec for machines, rather
our aim is to control widely used standard codecs for deep
vision models as content and network bandwidth changes.

Video codec control for vision models. A common ap-
proach for identifying regions of interest for vision tasks
is to utilize local and simple heuristics [31, 57]. Hard-
coded rules are used to decide how to set the codec con-
trol [31, 57]. These approaches implicitly assume static
scenes and trivially fail on dynamic scenes. Other more so-
phisticated approaches utilize feedback from a server-side
vision model during inference for controlling the encod-
ing [10, 33, 58]. Feedback loop-based approaches entail
complicated architectures, add additional points of failure,
can break standardization, and often only support a specific
vision task. Mandhane et al. [34] use the MuZero reinforce-
ment learning algorithm to learn a codec control. This con-
trol predicts a single codec parameter for each frame un-
der a bandwidth constraint and aims to optimize perceptual
quality but does not target vision models. Itsumi et al. [24]
propose an RL approach for finding regions relevant to a vi-
sion model. Paired with hard-coded rules they presented a
codec control for H.265. While this approach considers rel-
evant regions for a deep vision model, Itsumi et al. do not
consider a dynamic bandwidth constraint. AccMPEG [11]
and Galteri et al. [16] also estimate regions relevant for a
deep vision model by learning to predict saliency maps [43].
These approaches also do not consider a bandwidth condi-
tion, use hard-coded rules for the control, and are limited by
the concept of saliency maps [45].

Video codec surrogate. Standard video codecs, such as
H.264 and H.265, are not differentiable w.r.t. the input video
and codec parameters. This non-differentiability has moti-
vated the use of deep neural networks to approximate stan-
dard codecs in a differentiable manner [23, 27, 39, 47, 61].
For instance, Tian et al. [47] proposed a differentiable sur-
rogate of H.265 that predicts the coded video, for a small
subset of clip-wise compression strengths. While we are not
the first to learn a differentiable approximation of a standard
video codec, we present the first conditional surrogate with
support for fine-grain macroblock-wise quantization and of-
fer a differentiable file size prediction.

3. H.264 and Deep Vision Performance
H.264/AVC performs efficient lossy video compression by
exploiting image compression techniques and temporal re-
dundancies [52]. The predictive coding architecture of the
H.264 codec utilizes sophisticated hand-crafted transforma-

5733



tions to analyze redundancy within videos. A macroblock-
wise motion-compensated discrete cosine transform (DCT)
followed by quantization and lossless coding is used to
archive effective video compression.

Quantization parameter. The H.264 codec allows for
a variety of different customizations to the encoding pro-
cess [41]. The quantization parameter (QP) controls the
quantization strength and is the key parameter to control
the compression strength. QP ranges from 0 to 51 (inte-
ger range), with high values leading to stronger compres-
sion. Strong compression reduces bitrate at the cost of video
distortion, measured by SSIM (structural similarity index
measure) [51]. Note that, for a given set of codec parame-
ters, the bitrate remains non-trivially dependent on the video
content. For example, a video with entirely black frames
requires vastly fewer bits than a natural video, while being
encoded with the same codec parameters.

Macroblock-wise quantization. H.264 offers support for
macroblock-wise quantization, in which regions of the
video, in this case, 16 × 16 frame patches (macroblocks),
are compressed with varying QP values. Thus, irrelevant
regions can be compressed with a high QP value (strong
compression) and relevant regions with a lower QP value
(less compression). An example of macroblock-wise cod-
ing is given in Fig. 1. We employ macroblock-wise quanti-
zation to facilitate a fine-grain spatial and temporal control
of the video distortion and bitrate [28].

Group of pictures. The group of pictures (GOP) size fur-
ther influences the encoding, by controlling which frames
are encoded as an I, B, or P-frame. I-frames (intra-coded
frames) are only compressed by utilizing spatial redundan-
cies (similar to image coding), whereas B-frames (bidirec-
tional predicted frames) and P-frames (predicted frames)
also use information from adjacent frames. In particular,
B-frames are compressed by utilizing a previous and a sub-
sequent I- or P-frame. For compressing P-frames only a
single previous I- or P-frame is used.
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Figure 1. H.264 macroblock-wise encoding example. Effect of
different macroblock-wise quantization parameters on the visual
quality. Video frame (left) is encoded with QP map (right) as an
I-frame. Video data from REDS dataset [36].
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Figure 2. Vision performance vs. compression. Cityscapes seg-
mentation accuracy and optical flow estimation performance, mea-
sured by the average endpoint error (AEPE), for different H.264
quantization parameters between the raw clip predictions (pseudo
label) and the coded clip predictions. QP is applied uniformly.

Deep vision performance on H.264 coded videos. We
empirically showcase that lossy compressing videos with
H.264 can severely deteriorate downstream performance.
When uniformly (for all macroblocks) increasing QP, both
segmentation accuracy (DeepLabV3 [6]) and optical flow
estimation (RAFT [46]) performance decreased, with ref-
erence to the prediction obtained on the original uncom-
pressed video. Otani et al. [37] observed the same for ac-
tion recognition. Using H.264 augmented frames during
training cannot help to overcome this issue. We trained a
DeepLabV3 model (w/ ResNet-18 [21] backbone) on H.264
coded frames (H.264 aug.). While consuming coded frames
during training performance is still highly affected by the
compression. Fig. 2 visualizes the results of these exper-
iments. We aim to learn the allocation of QP such that
downstream performance is better preserved and a target
bandwidth is met. Additional experiments and experimental
details are in the supplement.

4. Method
Here we introduce our deep video codec control (cf . Fig. 3).
Before we describe our novel deep video codec control we
present our H.264 codec surrogate model. Surrogate mod-
eling the H.264 in a differentiable manner is required to en-
able our end-to-end codec control training.

4.1. Differentiable H.264 surrogate model

The H.264 video codec is not differentiable due to discreet
operations (non-differentiable) and quantizations (gradient
zero or undefined). To enable a gradient flow from the vi-
sion model and the generated bandwidth to the codec con-
trol network we aim to build a conditional differentiable sur-
rogate model of H.264.

We consider H.264 coding (encoding & decoding) as a
continuous1 black-box function mapping the original (raw)
video V conditioned on the macroblock-wise quantization

1Standard H.264 maps from discreet input to discreet outputs. To en-
able continuous differentiation we extend the H.264 surrogate mapping to
real-valued input and output videos.
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Figure 3. Deep video codec control pipeline. The control network predicts high-dimensional codec parameters for an input clip and a
given dynamic network bandwidth (BW) condition. The video clip is encoded using the predicted codec parameters, sent over the network
to the server-side, decoded, and analyzed by a deep vision model (e.g., segmentation model). At training, the pre-trained server-side model
is fixed and a differentiable surrogate model of the standard codec is used to propagate gradients from the server-side model and the file
size prediction to the control network. During inference, the surrogate model is not used. Video frames from [36].

parameters QP to the encoded and decoded video V̂ as well
as the encoded per-frame file size f

H.264(V,QP) =
(
V̂, f

)
, V, V̂ ∈ R3×T×H×W,

QP ∈ {0, . . . , 51}T×H/16×W/16, f ∈ RT
+.

(2)

T indicates the number of frames and H ×W the spatial
dimensions of the RGB video. Other H.264 parameters are
considered to be constant. In particular, we consider a GOP
of 8 (thus, T = 8) and a default preset [48].

Intuitively, our surrogate model fulfills two tasks during
the codec control training (cf . Fig. 3). First, it allows our
codec control network to consume gradient-based feedback
from the downstream model regarding its performance.
Second, the codec control can also get gradient-based feed-
back w.r.t. the generated and required bandwidth/file size
through our differentiable file size prediction.

Surrogate model architecture. Our H.264 surrogate
model architecture (cf . Fig. 4) is motivated by computa-
tional and memory efficiency and encodes inductive bi-

Figure 4. Surrogate model architecture. Our model is composed
of a 2D encoder (orange), a 2D decoder (blue), an MHA-based file
size head, and three AGRU bottleneck blocks. We use RAFT to
compute the optical flows for the AGRU blocks. For embedding
the qp we use an MLP. Skip-connections omitted for simplicity.

ases from the original (non-diff) H.264 coding approach.
In general, our surrogate model entails an encoder-decoder
architecture with a bottleneck stage [42]. For computa-
tional efficiency, we constrain the encoder and decoder to
the frame level. To efficiently learn temporal interactions,
we present an aligned convolutional gated recurrent unit
(AGRU) for each frame type (I-, P-, and B-frame) [1]. By
using the optical flow prediction of a pre-trained (small)
RAFT model [46], we align adjacent frames used to com-
press P- and B-frames in each AGRU iteration. Based on
the output features of the AGRU we regress the file size on
a per-frame level. Our file size head utilizes Multi-Head
Attention [49] to perform cross-attention between learnable
query tokens t ∈ R3×Ct and the AGRU output features to
regress the per-frame file size. We utilize individual tokens
for each frame type (I-, P-, and B-frame) and repeat the
query tokens for each frame.

To condition both the encoder, decoder, and bottleneck
blocks on QP we use a multilayer perceptron (MLP) to em-
bed QP into a latent vector z ∈ RCz×T×H/16×W/16. To
incorporate z into the surrogate we used conditional group
normalization (CGN) [9]. The CGN layer combines a spa-
tial feature transform layer [50] followed by a group nor-
malization layer [55] (w/o learnable parameters). Note our
surrogate model uses one-hot encoded quantization parame-
ters, denoted as qp ∈ {0, 1}52×T×H/16×W/16. This allows
us to later formulate the prediction of the integer-valued QP
as a classification problem. Our resulting surrogate is fully
differentiable w.r.t. both the input video clip V and qp.

Aligned convolutional gated recurrent unit. Taking in-
spiration from the motion-compensated and GOP-based
compression performed by H.264 (and other standard
codecs) we propose to utilize AGRUs in the bottleneck
stage of our surrogate model. Our AGRU aims to approx-
imate H.264 compression in an iterative fashion in latent
space. Through an alignment in the latent space temporal
interactions between the frame to be compressed and the
reference frames are efficiently modeled. In particular, we
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utilize separate AGRUs for each frame type.
The B-frame AGRU is described by

Zt+1 = σ(CGN(C3×3(Ht) + C3×3([Ât, Ãt]), z))

Rt+1 = σ(GN(C1×1(Ht) + C1×1([Ât, Ãt])))

Ht+1 = tanh(GN(C1×1(Rt+1 ⊙Ht) + C1×1([Ât, Ãt])))

Ht+1 = (1− Zt+1)⊙Ht + Zt+1 ⊙Ht+1,
(3)

where C3×3 and C1×1 denote a 3 × 3 and a 1 × 1 2D con-
volution, respectively. We do not share parameters between
convolutions. Ht are the latent features of the B-frame. Ât

and Ãt are the aligned previous and subsequent frame fea-
tures used for compression based on the GOP structure. We
align the features of the frames used for compression by
Ât = ←−w (Ĥt,RAFT(Vt, V̂t)). We backward warp (←−w )
the unaligned features Ĥt based on the optical flow between
the frame to be compressed Vi and the reference frame V̂j ,
using RAFT. We downsample the optical flow to match the
spatial dimension of the latent features. For P-frames, we
utilize one reference frame. In the case of an I-frame we
fully omit the conditioning in the AGRU. Note the reference
frames for B- and P-frame compression can be obtained by
the known GOP structure [52].

Surrogate model training. In general, we are interested
that our surrogate model approximates both the H.264 func-
tion (V̂≈ Ṽ, f ≈ f̃ , cf . Eq. (2)) and provide smooth gradi-
ents w.r.t. the quantization parameters ( dṼ

dqp , df̃
dqp ). Based

on the control variates theory, the surrogate model can be-
come a low-variance and continuous gradient estimator of
Eq. (2) if (1) the difference between the output of the sur-
rogate and the true H.264 function is minimized and (2) the
two output distributions are maximizing the correlation co-
efficients ρ [19, 20]. We enforce both requirements for Ṽ
and f̃ by minimizing Ls = Lsv + Lsf during training. Lsv

supervises the per-frame file size prediction and is defined
as

Lsf = αρf
Lρf

+ αL1 LL1. (4)

Lρf
is the correlation coefficient loss [47] between the true

file size f and the predicted file size f̃ . LL1 is used to min-
imize the distance between f and f̃ . Note that we learn f̃ in
log10-space due to the large range of file sizes.

To learn the prediction of the coded video Ṽ we mini-
mize

Lsv = αρv
Lρv

+ αSSIM LSSIM + αFF LFF. (5)

Lρf
is the correlation coefficient loss for the coded video

prediction. We minimize the distance between V̂ and Ṽ
both in pixel space and frequency space. In particular, we
use the structural similarity measure (SSIM) loss [60] for
minimizing the error in pixel space. Taking inspiration from
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Figure 5. Control network architecture. We use a pre-trained
X3D-S followed by two conditional 3D residual blocks. The qp
one-hot vector is obtained by using the Gumbel-Softmax trick.

the frequency-based compression utilized by H.264, we uti-
lize the focal frequency loss [26], minimizing prediction er-
ror in the frequency space. α is used to denote the different
weighting parameters.

4.2. Deep video codec control

We aim to learn a deep codec control solving our con-
strained optimization (cf . Eq. (1)). In particular, given
a video clip and a dynamic target bandwidth our deep
codec control should predict high-dimensional codec pa-
rameters (QP), such that downstream performance is pre-
served while staying within the target bandwidth. Our gen-
eral architecture is depicted in Fig. 3. Note, while we
demonstrate our general codec control on the task of seman-
tic segmentation and optical flow estimation in this paper,
the general training formulation (cf . Eq. (6)) is agnostic to
the vision task to be performed. Our approach only assumes
the differentiability of the server-side vision model.

Control network. Our control network (cf . Fig. 5) con-
sumes a original video clip V as well as a target bandwidth
f and predicts the macroblock-wise QP. To facilitate the
deployment on a standard edge device, such as the NVIDIA
Jetson Nano, we use a lightweight architecture. In particu-
lar, we utilize X3D-S [15] as our control network. To input
the bandwidth condition to the network we omit the X3D
classification head and use two residual blocks with condi-
tional normalization [9].

Due to the discreet nature of QP (integer-valued), we
formulate the QP prediction as a classification. Our control
network learns to predict a logit vector over all possible QP
values. During end-to-end training, the Gumbel-Softmax
trick [25] is used to produce a differentiable one-hot qp vec-
tor based on the predicted logits. During inference, when
used as an input to the original H.264 codec and not to the
surrogate, we apply the argmax function.

Self-supervised control training. We propose a self-
supervised training strategy to train our control network. To
utilize end-to-end gradient-based learning we reformulate
the constrained optimization problem (cf . Eq. (1)) as a con-
tinuous optimization task. In particular, our control loss Lc
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consists of three terms - the bandwidth loss Lb, a perfor-
mance loss Lp, and a bandwidth regularizer Lr,

Lc = αb Lb + αp Lp + αr Lr. (6)

where each individual loss is weighted by a separate regu-
larization parameter α.

The bandwidth loss Lb is used to enforce that the deep
codec control satisfies the network bandwidth condition (cf .
Eq. (1)) and is defined as

Lb = max
(
0, b̃− b (1− ϵp)

)
, (7)

where b is the maximum available bandwidth (bandwidth
condition). b̃ denotes the bandwidth prediction computed
based on the surrogate model file size prediction f̃ . We
convert the per-frame file size (in B) to the bandwidth (in
bit/s), with the known frame rate (fps), the number of video

frames T, and the temporal stride ∆t, by b̃ =
8
∑T

i=1 f̃i fps

T∆t ,
assuming a constant stream for the duration of the input clip.
We use a small ϵB in order to enforce the generated band-
width to be just below the available bandwidth.

The performance loss enforces the preservation of
downstream vision performance. In the case of opti-
cal flow estimation, we use a scaled absolute error loss
H(b− b̃ (1 + ϵp))∥O− Õ∥1. O denotes the optical flow
prediction for the coded video clip and Õ represents the
optical flow prediction based on the original (raw) video
clip, used as a pseudo label. We scale the absolute error
with a Heaviside function H, only considering the server-
side model’s performance if the target bandwidth is met
with a small tolerance ϵp. For semantic segmentation, we
replace the absolute error with the Kullback–Leibler diver-
gence. Note, using a different server-side model (e.g. object
detection model) can require adapting Lp to the new task.

During preliminary experiments, we observed the con-
trol network can struggle to use the whole QP value range.
Motivated by this observation, we regularize the control net-
work toward generating a bitrate close to the target by

Lr =
∣∣min

(
0, b̃− b (1− ϵr)

)∣∣. (8)

This regularization loss penalizes the control network if the
bandwidth prediction b̃ is far away from the target band-
width b. We utilize ϵB < ϵr to not push the generated band-
width above the target bandwidth.

Training schedule We train both our deep codec control
and surrogate in an alternating fashion. To ensure a stable
training of our control network from the beginning on, we
pre-train the surrogate model before fine-tuning it during
the control training. The codec control training is depicted
in pseudocode in the supplement. Note, that our H.264 sur-
rogate is only required for training, not for inference. For

inference, the standard H.264 codec is used. We maintain
an exponential moving average of the control network (w/
a decay of 0.99) to combat the noise in our learning signal
introduced by our surrogate and the Gumbel-Softmax trick.

Discussion. We propose to learn high-dimensional codec
parameters using end-to-end self-supervised learning, di-
rectly optimizing our control objective (Eq. (1)). How-
ever, learning codec parameters could theoretically also be
achieved using reinforcement learning (RL) [34]. We ar-
gue that using RL is infeasible due to the high-dimensional
action space (codec parameters) and the complex loss sur-
face of downstream vision model [5, 30]. Note that our
deep codec control training can be also viewed as a kind of
knowledge distillation [17]. We learn our control network
with knowledge distilled from the downstream model.

5. Experiments
Dataset. We perform experiments on Cityscapes [8] and
CamVid [4]. We utilize the unlabeled sequences of
Cityscapes including 30-frame video clips (∼ 10k frames
total) with 2967 training and 498 validation clips. The
frame rate is 17fps. Similarly for Camvid, we use the avail-
able videos (at 15fps) composed of ∼ 29k frames in total.
We use three videos for training and one video for valida-
tion. For codec control training & validation, we sample
clips of 8 frames with a temporal stride of 3. For the sur-
rogate model pre-training, we vary the temporal stride ran-
domly between 1, 2, and 3.

Baseline. Since we are not aware of an existing general
or task-specific approach to directly solve our constrained
optimization problem (cf . Eq. (1)) within the scope of stan-
dardization, we utilize the generic H.264 rate control. In
particular, we follow similar work and use 2-pass average
bitrate (ABR) control [34, 48]. 2-pass ABR is a competi-
tive baseline, since, in contrast to our control, 2-pass ABR
consumes the video clip twice. The first pass gathers infor-
mation about the motion and prediction error. The second
pass uses this information to set QP for meeting a target
bandwidth while minimizing distortion. Note that 2-pass
ABR does not guarantee that the target bandwidth is met.

Control validation. We aim to validate the codec con-
trols directly on the constrained optimization problem (cf .
Eq. (1)) by measuring a task-specific metric, considering
clip dropping. In a real-world deployment, exceeding the
available network bandwidth can result in block noises,
frame skipping, or even clip dropping (worst case) [24]. For
validating segmentation performance we use the pixel-wise
accuracy accseg (in %) considering clip-dropping if band-
width is exceeded. If a clip is dropped accseg is considered
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Figure 6. Qualitative surrogate model results. On the left frame
coded by H.264 for the given QP map (right). In the middle is the
coded video prediction of our surrogate model. We show the first
frame of the clip. CamVid dataset used.

to be zero for the respective clip. For optical flow estima-
tion, we use the F1-all metric, reporting the outlier ratio
(in %) of pixels exceeding a threshold of 3 pixels or 5%
w.r.t. the optical flow (pseudo) label. If bandwidth is ex-
ceeded we set F1-all to 100% for the respective clip. Note
we employ the prediction on the original (uncomp.) clip
as a pseudo label. In addition to the task-specific metric,
we also measure the bandwidth condition accuracy accbw
(in %). Following similar work, we measure both the task-
specific metric (accseg or F1-all) and accbw with a tolerance
of zero (∆0%), five (∆2%), and ten (∆5%) percent on the
bandwidth condition [34].

Implementation details. We implement our surrogate
model and codec control pipeline using PyTorch [38] and
Lightning [14]. For the macroblock-wise H.264 compres-
sion, we rely on a modified FFmpeg implementation of Ac-
cMPEG [11, 48]. We pre-train our surrogate model for 45k
iterations. Our deep codec control is trained for just 6.0k it-
erations. For both, we utilize two NVIDIA A6000 (48GB)
GPUs. Surrogate pre-training takes approximately one day,
whereas the codec control training requires 16h to com-
plete. We sample the network bandwidth condition b from a
log uniform distribution Ulog(30kbit/s, 0.9Mbit/s) captur-
ing the working range of the H.264 codec. We sample from
a log-uniform distribution to explore QP uniformly during
training. For more implementation details and hyperparam-
eters please refer to the supplement.

Surrogate model results. In Fig. 6, we showcase quali-
tative results of our codec surrogate model in approximat-
ing H.264 video distortion. Our conditional surrogate can
adapt to different macroblock-wise quantization parame-
ters and accurately approximate video distortion introduced
by H.264. For low QP regions, our conditional surrogate
maintains details of the video frame. For high QP regions,
details and high-frequencies are discarded and the video is
distorted similarly to the original coded video.

We also validate the effectiveness of our conditional
H.264 surrogate model qualitatively (cf . Tab. 2). In ad-

Table 2. Conditional surrogate model validation results. We
report SSIM and L1 scores for the distorted video prediction and
the relative error for the file size prediction. Note a pixel range
of [0, 255] is used for validation. We show results averaged over
the full QP range. We validate the surrogate model once on each
possible QP value using a uniform QP (for all macroblocks).

Ṽ f̃

Method AGRU SSIM ↑ L1 ↓ Rel. error (%) ↓
Cityscapes [8]

Conditional surrogate ✗ 0.949 3.892 6.719
Conditional surrogate ✓ 0.964 2.552 5.150

CamVid [4]

Conditional surrogate ✓ 0.958 2.876 2.246

dition, we also ablate the effect of our AGRU bottleneck
block. For comparison, we train a conditional surrogate
model with three standard 3D residual blocks, instead of our
AGRU, in the bottleneck stage. Our conditional surrogate
model is able to approximate the codec video of standard
H.264 well. Additionally, our surrogate model also accu-
rately predicts the generated file size. Using our AGRU im-
proves over the 3D convolutional baseline. Note we offer
additional results of our surrogate in the supplement.

Codec control results: semantic segmentation. We
compare our deep codec control to 2-pass ABR on the
downstream task of semantic segmentation. As the down-
stream model, we utilize a DeepLabV3 model (w/ ResNet-
18 backbone) trained on the respective dataset. Our ob-
tained results are depicted in Tab. 3. On both Cityscapes
and CamVid, our deep codec control strongly outperforms
the 2-pass ABR control. Our deep codec control better pre-
serves downstream performance (with no bandwidth toler-
ance) and predicts codec parameters such that the dynamic
bandwidth condition is met. In contrast, 2-pass ABR tends
to overshoot the bandwidth condition. This can be observed
by the vastly increasing accbw if a bandwidth tolerance is

Table 3. Semantic segmentation validation results. BW (accbw)
& segmentation accuracies (accseg) for difference BW tolerances
reported. Metrics averaged over ten BW conditions.

accbw (%) ↑ accseg (%) ↑
Method ∆0% ∆2% ∆5% ∆0% ∆2% ∆5%

Cityscapes [8]

2-pass ABR (H.264) 68.13 74.98 82.31 64.29 70.57 77.07
Deep codec control 96.22 97.05 97.91 84.79 85.50 86.28

CamVid [4]

2-pass ABR (H.264) 63.91 74.43 85.36 54.06 62.49 71.53
Deep codec control 94.64 95.61 96.46 65.70 62.52 59.01
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Table 4. Optical flow validation results. We report bandwidth
accuracy (accbw) and F1-all scores for difference tolerances on
the BW conditions. Metrics averaged over ten BW conditions.

accbw (%) ↑ F1-all (%) ↓
Method ∆0% ∆2% ∆5% ∆0% ∆2% ∆5%

Cityscapes [8]

2-pass ABR (H.264) 69.60 76.48 83.09 41.99 36.37 31.18
Deep codec control 98.05 98.29 98.86 27.57 27.42 27.03

CamVid [4]

2-pass ABR (H.264) 63.99 73.93 85.34 43.54 34.73 26.31
Deep codec control 97.41 98.73 98.09 21.06 20.55 20.08

permitted. This behavior is also reflected in an increased
segmentation accuracy (considering drops) of 2-pass ABR
if a bandwidth tolerance is permitted. However, in the most
representative case, if no bandwidth tolerance is permitted,
our deep codec control leads to vastly better downstream
results. In particular, on Cityscapes our deep codec control
leads to improvements in accseg of 20.5% and on CamVid
to 11.6% over 2-pass ABR considering no BW tolerance.

Codec control results: optical flow estimation. We also
analyze the performance of deep codec control and our 2-
pass ABR baseline on optical flow estimation as the down-
stream vision task. As the downstream model, we utilize
RAFT large, trained on synthetic data and driving data from
KITTI [18, 46]. Tab. 4 presents our codec control results
for optical flow estimation. Similar to semantic segmen-
tation, our codec control also outperforms 2-pass ABR in
controlling H.264 for optical flow estimation. Our deep
codec control better preserves downstream performance (w/
no bandwidth tolerance) and better follows dynamic band-
width conditions. Since the 2-pass ABR control often over-
shoots the bandwidth condition downstream performance is
increased if a bandwidth tolerance is permitted. If no band-
width tolerance is permitted, the most representative setting,
our deep codec control leads to more than 10% fewer out-
liers (F1-all) in the optical flow prediction than 2-pass ABR.

Codec control transfer results In Tab. 5, we report re-
sults when transferring our deep codec control between
downstream tasks during inference. When transferring our
deep codec control trained to preserve optical flow perfor-
mance to semantic segmentation we observe a drop in per-
formance. This demonstrates both the ability of our codec
control to learn a task-specific behavior and showcases the
effectiveness of the surrogate model’s gradients.

Additional results. We refer the reader to the supplement
for additional (qualitative & quantitative) results of both our
deep video codec control and conditional surrogate model.

Table 5. Transfer results of our codec control from optical flow
estimation to semantic segmentation on Cityscapes. For ref-
erence, we also report results when directly trained on semantic
segmentation.

accbw ↑ accseg ↑
Training task ∆0% ∆2% ∆5% ∆0% ∆2% ∆5%

Optical flow estimation 97.79 98.31 98.90 75.03 75.37 75.76
Semantic segmentation 96.22 97.05 97.91 84.79 85.50 86.28

6. Discussion

We demonstrated the general feasibility of our deep codec
control in overcoming the limitations of the standard H.264
codec and conserving downstream performance. Our ex-
periments demonstrate compelling results for two classical
downstream tasks: semantic segmentation and optical flow
estimation. However, currently, we train a deep codec con-
trol for a specific downstream task and model. Training a
deep control for every task and model might not be prac-
tical. An avenue for future investigation lies in exploring
how control networks can be transferred across different
downstream tasks and models. Showcasing the potential
application to control other video codecs, such as H.265,
also represents an interesting direction for future research.
Our deep codec control pipeline offers a solid foundation
for future research toward cross-task support, a generalized
deep codec control, and support for other standard video
codecs. We hope that our contribution opens up new av-
enues in video coding and enables the effective use of stan-
dard codecs in state-of-the-art computer vision pipelines.

7. Conclusion

We presented the first fully end-to-end learnable deep codec
control for standard video codecs, to conserve downstream
deep vision performance in the face of dynamic bandwidth
conditions. Our novel conditional differentiable codec sur-
rogate model enables us to learn a content and network
bandwidth-dependent codec control using self-supervised
learning. We empirically demonstrate that our deep codec
control can control the standard H.264 codec and is able to
meet dynamic bandwidth conditions, while better preserv-
ing the downstream performance of a deep vision model
than a standard baseline (H.264 2-pass ABR control). Our
deep video codec control not only offers an alternative ap-
proach for optimizing video codecs for deep vision models
but we can also conserve current standards.
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