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Abstract

Multi-camera Multi-object tracking (MTMC) surpasses
conventional single-camera tracking by enabling seamless
object tracking across multiple camera views. This capa-
bility is critical for security systems and improving situa-
tional awareness in various environments. This paper pro-
poses a novel MTMC framework designed for online opera-
tion. The framework employs a three-stage pipeline: Multi-
object Tracking (MOT), Multi-target Multi-camera Track-
ing (MTMC), and Cross Interval Synchronization (CIS). In
the MOT stage, ReID features are extracted and localized
tracklets are created. MTMC links these tracklets across
cameras using spatial-temporal constraints and constraint
hierarchical clustering with anchor features for improved
inter-camera association. Finally, CIS ensures the temporal
coherence of tracklets across time intervals. The proposed
framework achieves robust tracking performance, validated
on the challenging 2024 AI City Challenge with a HOTA
score of 51.0556%, ranking sixth. The code is available at:
https://github.com/ARV-MLCORE/AIC2024 Track1 ARV

1. Introduction

Multi-camera multi-object tracking (MTMC) is a rapidly
developing field within computer vision, demonstrating
significant advantages over traditional object detection
methodologies. Its key advantage is the ability to lo-
cate and track the same object across multiple camera
views, overcoming the limitations of single-camera sys-
tems. MTMC has diverse applications, including enhancing
security surveillance in both public and private spaces. Fur-
thermore, it can address Environmental, Social, and Gover-

*These authors contributed equally to this work.

nance (ESG) concerns by facilitating the estimation of vehi-
cle travel distances for carbon footprint calculations and en-
abling the development of forest monitoring systems. The
technique can be integrated with various camera platforms
to track objects beyond humans and vehicles, broadening
its potential applications. The principles of MTMC can be
divided into three key components:

1. Re-identification (ReID): the algorithms are responsi-
ble for matching the same objects in each camera. This
can be achieved by analyzing embedded vectors from
MOT or other features such as an object’s pose, depth,
trajectory, color, or texture.

2. Multi-object Tracking (MOT): MOT algorithms detect
and track the positions of objects within individual im-
age or video frames. MOT plays a crucial role in ex-
tracting the features necessary to generate the embedded
vectors utilized in the ReID process.

3. Camera Data Association: This component determines
the relationships between the spatial locations of each
different camera and their interconnections. By un-
derstanding these relationships, the system can opti-
mize ReID performance and reduce computational costs,
as comparisons are focused on relevant camera views.
Camera data association also allows for the accurate cal-
culation of object trajectories across multiple cameras.

This paper presents three key contributions that advance
person tracking and re-identification across non-uniform
camera networks.
1. Novel Framework for Online Multi-camera People

Tracking: We proposed a framework designed for on-
line people tracking across heterogeneous camera se-
tups. This framework utilizes time-window approach to
capture short-term video frames. This facilitates online
tracking in scenarios with challenge factors.

2. Spatial-temporal Constraints and Refinement: We

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
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introduced the spatial-temporal constraints to ensure
compatibility during tracklet concatenations. There
are four constraints employed in this research: Frame
Overlap Constraint for Same Camera, Frame Overlap
Constraint for Non-Intersecting Camera Pairs, Position
Overlap Constraint, and Neighbor Constraint.

3. Constraint Hierarchical Clustering with Anchor Fea-
ture: To efficiently merge anchor features across cam-
eras, we introduced a novel clustering approach called
Constraint Hierarchical Clustering with Anchor Feature.
This method leverages a similarity matrix to identify po-
tential cluster merges while enforcing hierarchical con-
straints to ensure the merged clusters are semantically
meaningful.

4. Evaluation and Performance: We evaluate the effec-
tiveness of our proposed methodology in the context of
Track 1 of the 2024 AI City Challenge. On the public
testing set, which consists of data from synthetic multi-
camera scenes, our approach achieves a Higher Order
Tracking Accuracy (HOTA) score of 51.01 [16], demon-
strating its strong performance in this challenging bench-
mark.
According to this paper, the core sections are struc-

tured into five main parts. Section 1 provides the introduc-
tion. Section 2 describes related works. Section 3 explains
the proposed method. Section 4 presents experiments and
lastly, Section 5 presents conclusions.

2. Related Works

2.1. Re-identification

Re-identification (ReID) is a task that aims to establish as-
sociations between reference and target objects. It is widely
applied in person and vehicle re-identification scenarios. A
core challenge within ReID lies in developing models ca-
pable of extracting robust and discriminative features for
each object under diverse conditions. This task has recently
gained significant attention due to the integration of AI ap-
plications within smart city and security surveillance solu-
tions, aiming to reduce manual labor and enhance overall
efficiency.

Within the field of MTMC, CNN-based approaches still
remain common. Their popularity originates from the suit-
ability of object detection outputs for generating embedded
vectors, which are essential for similarity matching via dis-
tance calculations. Architectures like ResNet[11, 19, 21,
24], renowned for their feature extraction efficiency, con-
tinue to be in widespread use in ReID. Many papers[35, 36]
proposed an Omni-Scale Network (OSNet) taking benefits
of omni-scale feature extraction. However, Transformer-
based methods[5] are gaining attention, particularly as they
become increasingly employed in object detection tasks[2].
Transformers have been applied in novel ways for MTMC

ReID, including encoding image embeddings as sequences
of patches[6, 26] or hybridizing them with ResNet[4].

Furthermore, to enhance ReID performance, techniques
beyond traditional appearance-based features are being ex-
plored. These include incorporating pose estimation[10, 19]
to derive pose-based embeddings, leveraging multi-body
level detection for matching individual body parts[29], and
employing face refinement to extract features specifically
from human faces[15]. ReID model performance is pri-
marily contingent upon the training datasets utilized. In
the field[34], four benchmark datasets are commonly refer-
enced to evaluate and benchmark the performance of ReID
models: Market1501[33], DUKEREID[20], MSMT17[27],
and CUHK03[14]. These datasets provide diverse environ-
ments and scenarios to facilitate comprehensive testing and
validation of ReID algorithms.

2.2. Object detection and object tracking

Object detection is a fundamental task within computer
vision, aiming to localize and classify objects appearing
within a scene. MTMC systems often leverage the features
extracted from detected objects for the ReID process. Re-
cently CNN-based architectures remain a prevalent choice
within the field.[7, 8, 19, 21, 35, 36] Some well-known ex-
amples include YOLOv5[3, 15, 18, 21, 24], YOLOv7[10],
YOLOv8[11, 23], and YOLOX[10]. These methods offer
the capability of performing both real-time and batch infer-
ence while exhibiting greater computational efficiency com-
pared to transformer-based architectures. For object track-
ing, the objective is to track and distinguish objects with
consistent attributes or features across sequential image or
video frames. By predicting object trajectories[8, 10], ob-
ject tracking algorithms significantly enhance ReID perfor-
mance. Additionally, the features extracted during track-
ing are employed in both ReID and Camera data associ-
ation processes. Currently, notable object tracking tech-
niques include BoT-SORT[1, 9], ByteTrack[10, 32], and
DeepSORT[28].

2.3. Camera Data Association

Camera data association refers to the process of match-
ing and tracking objects across multiple camera views or
frames. The challenge lies in dealing with occlusions, vary-
ing perspectives, and appearance changes over time. This
section reviews significant advancements in the field, high-
lighting processing methodologies. The Online methods
[17, 21, 22, 28, 30, 31] utilize real-time or near real-time
tracking for instant decision-making to manage object tra-
jectories but low accuracy. Conversely, Offline methods
[9, 10, 13, 18, 24] prioritize accuracy and completeness of
object trajectories by processing the entire video data post-
capture. This approach allows for complex computations
and optimizations that are not feasible in real time, lead-
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ing to more precise tracking outcomes. However, the trade-
off is the inability to support instant decision-making as the
analysis is conducted after the event, making it unsuitable
for applications requiring immediate response or interven-
tion.

3. Proposed Method

3.1. Notations

Let V represent the number of cameras involved in the sys-
tem. Let Ω = [ω1, ω2, . . .] denote the list of time windows,
where each ωι represents a time interval indexed by ι. Let
T ωι = {τ1, τ2, . . . , τV } indicate the set of all tracklets from
camera 1 to camera V within the time window ωι. The set of
tracklets from camera i is defined as τi =

{
ti1, t

i
2, . . . , t

i
j

}
,

where tij represents the local tracklet index j in camera i.
Let N denote the number of objects being tracked. The

multi-camera tracklet profile from window 1 to window T
is defined by ΠT = {P1, P2, . . . , PN}, where each Pk ={
tij | tij is the tracklet of object identity k

}
.

3.2. Architecture Overview

The proposed MTMC method consists of three main mod-
ules: Multi-object Tracking (MOT), Multi-target Multi-
camera Tracking (MTMC), and Cross Interval Synchroniza-
tion (CIS), as depicted in Figure 1. MOT handles human ob-
ject feature extraction, individual object trajectory tracking,
and determination of object velocity and position. MTMC
merges IDs from all involved cameras, while CIS synchro-
nizes IDs across time intervals.

MOT employs a time-windowing approach to segment
video input from multiple cameras into subintervals. Within
each subinterval, a pre-trained human object detection
model, such as YOLO, identifies human objects in each
frame. These detections are then directed to three special-
ized modules: Re-identification (ReID) Feature Extraction,
Object Tracking, and Spatial Information Extraction.

ReID Feature Extraction generates feature vectors from
human images, while Object Tracking assigns unique IDs
to initial object detections and tracks them across frames.
Spatial Information Extraction analyzes movement and sur-
roundings to determine object position, aided by user-
provided camera position data.

These modules produce tracklets fed into MTMC, which
employs Constraint Hierarchy Merge to enhance tracking
accuracy by merging tracklets across cameras. The refined
camera tracklets are then processed by CIS, which synchro-
nizes object trajectories across time windows by comparing
tracklets with previous profiles, merging or creating profiles
based on distance metrics.

3.3. Multi-object Tracking

Multi-object tracking is the procedure to acquire set of all
tracklets from all cameras in specific time window, T ωι.
The process consists of object detection, ReID feature ex-
traction, object tracking, spatial information extraction, and
feature aggregation.

In this work, a time-windowing approach is employed
for frame extraction from videos. The video sequence is
segmented into fixed-size, non-overlapping windows that
are subsequently shifted along the time axis. Frames are
then extracted at regular intervals within each window. No-
tably, this research also investigates the impact of varying
time-window size on the performance of the tracking pro-
cess.

3.3.1 Object Detection

This work employed a YOLOv8 model to extract bound-
ing boxex for indentified person. These bounding boxes are
typically represented in (x, y, w, h) format, where (x, y) de-
notes the top-left corner coordinates of the box, and w and
h represent its width and height, respectively.

3.3.2 Re-identification Feature Extraction

Re-identification (ReID) feature extraction is the subse-
quent step following the acquisition of individuals from the
detection process. The detected bounding boxes are used
to crop the image regions containing individuals. These
cropped images are then fed into a ReID model, which aims
to extract discriminative features that enable robust identifi-
cation of the same person across different camera views.

This work adopted the Omni-Scale Network (OSNet) for
ReID feature extraction due to its lightweight, multi-scale
architecture. Additionally, OSNet’s CNN design reduces
the risk of overfitting, making it well-suited for this work.

3.3.3 Object Tracking

After completing the individual object detection stage, a
multi-object tracking task (MOT) aims to track multiple ob-
jects across a video sequence by maintaining a unique iden-
tity of each object throughout video frames. The algorithm
manages existing tracks by updating them with new detec-
tions. This association process utilizes a combination of
motion and appearance information to determine if a new
detection corresponds to an existing tracked object.

In this research, we employ ByteTrack, a tracker algo-
rithm based on the Kalman Filter and Hungarian algorithm
techniques. ByteTrack generates individual tracklets that
represent local trajectories associated with specific person
attributes.
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Figure 1. Proposed Framework

3.3.4 Spatial Information Extraction

This section elaborates on the Spatial Information Extrac-
tion process, a component for retrieving the world coordi-
nate from the object’s bounding box image. The process is
summarized in Algorithm 1.

Algorithm 1 Spatial Information Extraction’s Algorithm
Input: Bounding box coordinate (x, y, w, h);

Homography matrix H;
Output: World coordinate;

1: I ← GETCROPPEDIMAGE(x, y, w, h);
2: (xl, yl) , (xr, yr)←GETFEETPOSITION(I);
3: if (xl, yl) and (xr, yr) are not NULL then
4: g←

[
xl+xr

2
yl+yr

2 1
]T

;
5: else
6: g←

[
x+ w

2 y + h
2 1

]T
;

7: end if
8: [X Y z]

T ← H× g;
9: return X,Y ;

The process is initiated with a YOLOv8 pose estimator.
It takes an input image (I) and identifies the individual foot
positions within the detected bounding boxes. The identi-
fied foot positions are returned as a data structure (xl, yl)

and (xr, yr), representing the pixel coordinate of the left
and right feet, respectively.

Subsequently, the ground-plane coordinate (g) is re-
quired for further analysis. When both feet are visible, g is
determined as the midpoint between the left and right foot
positions. In cases where one foot is not visible, the mid-
point of the lower bounding box is utilized to approximate
the position.

To obtain the actual world coordinate, the ground-plain
coordinate needs to be transformed from the image pixel
space to the real-world coordinate system. This transfor-
mation leverages a pre-defined Homography matrix (H).
This matrix encodes the intrinsic parameters of the camera
that captured the image and establishes the crucial relation-
ship between image pixel coordinates and real-world coor-
dinates. The Homography matrix is applied to the ground-
plain coordinate to compute the corresponding world coor-
dinate.

3.3.5 Feature Aggregation

Feature Aggregation aims to refine the representation of a
tracked person by consolidating multiple feature vectors,
obtained through the ReID process, into a single anchor
feature. This anchor feature serves as a more robust rep-
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resentation for identification across different camera views.
This work proposes an area-weighted averaging approach
for computing the anchor feature representation.

Let F ∈ Rn×d denote the feature matrix of the tar-
get person, where n represents the number of feature vec-
tors and d represents the feature dimensionality. Each row
Fi of F corresponds to a feature vector. Similarly, let
b = [b1 b2 . . . bn] be a vector representing the areas of
the bounding boxes associated with each feature in F. The
anchor feature, denoted as A (F,b), is calculated using the
following formula:

A (F,b) =

∑n
i=1 bi · Fi

n ·
∑n

i=1 bi
. (1)

Equation (1) represents the area-weighted average cal-
culation for the anchor feature, ensuring a weighted aggre-
gation based on the respective bounding box areas. This
approach enhances the accuracy and reliability of the an-
chor feature, contributing significantly to the overall effi-
cacy of person tracking and identification systems. The
anchor is then appended to the tracklet obtained from the
Object Tracking process, which helps in maintaining con-
tinuity and accuracy in person tracking across cameras and
time frames.

The format of the local tracklet is described here. Each
local tracklet, tij represents the path of object j within cam-
era i across a time interval. The local tracklet is structured
as follows:
• OBJECT ID: A unique identifier assigning to object j.
• FRAME: A list containing the frame numbers within the

video.
• BOUNDING BOX: A list containing the bound-

ing boxes for each frame, represented as
[(x, y, w, h)1 , . . . , (x, y, w, h)N ].

• CONFIDENCES: A list containing confidences scores for
each frame, represented as [c1, . . . , cN ], where cp denotes
the confidence associated with the detection in frame p.

• ANCHOR FEATURE: A list containing values from the an-
chor feature vector in feature space F.

• WORLD POSITION: A list containing the world coor-
dinates of the object for each frame, represented as
[(X,Y )1 , . . . , (X,Y )N ], where (X,Y )i denotes the co-
ordinates for frame i. The specific calculation is detailed
in Algorithm 1.

In scenarios involving multiple objects within camera i, a
camera tracklet is represented as τi =

{
ti1, t

i
2, . . . , t

i
j

}
.

3.4. Multi-target Multi-camera Tracking

In the context of multi-camera tracking within a time inter-
val, the subsequent procedure involves assigning a consis-
tent ID to the same individual across various camera views.
This task is performed through a series of steps, namely the

Spatial-temporal Constraint, Constraint Hierarchical Clus-
tering with Anchor feature, and Spatial-temporal Refine-
ment.

3.4.1 Spatial-temporal Constraints

To assess the feasibility of merging two tracklets into the
same trajectory, several constraints are employed:
1. Frame Overlap Constraint for Same Camera: This

constraint verifies if two tracklets originate from the
same camera and have intersecting frames. The under-
lying principle is that any object captured by the same
camera but appearing in overlapping frames must be dis-
tinct entities.

2. Frame Overlap Constraint for Non-intersecting
Camera Pairs: This extends the previous concept to
tracklets from different cameras that do not share a vi-
sual field. The intersecting area of all camera pairs is cal-
culated using homography matrices H, which transform
the ground plane of each camera into 3D world coordi-
nates. This allows for the computation of intersection
matrices, aiding in determining spatial overlap.

3. Position Overlap Constraint: For frames where track-
lets exhibit overlap, this constraint evaluates whether the
mean Euclidean distance between their corresponding
world positions. If this distance between tracklets ti and
tj , denoted as Dij , falls below a predefined threshold,
the tracklets are considered for merging. The mean dis-
tance is calculated based on the set of overlapping frames
(Oij):

Dij =
1

|Oij |
∑

k∈Oij

√
(Xi,k −Xj,k)2 + (Yi,k − Yj,k)2

where (Xi,k, Yi,k) and (Xj,k, Yj,k) represent the world
coordinates of tracklets ti and tj in frame k, respectively.

4. Neighbor Constraint: This constraint analyzes the po-
tential movement of an object from the field of view of
one camera to another without being captured by inter-
mediate cameras. It leverages a pre-defined neighbor ta-
ble specific to the scene being analyzed. This table en-
codes the adjacency information between camera views,
indicating which cameras are considered directly con-
nected.
These constraints ensure that only compatible tracklets,

representing the same person’s trajectory across different
spaces and times, are merged, thereby enhancing the accu-
racy of object tracking across multiple cameras.

3.4.2 Constraint Hierarchical Clustering with Anchor
Feature

This process involves comparing and grouping the anchor
features of all tracklets across various camera perspectives
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within specific time intervals. The methodology is outlined
in Algorithm 2.

Algorithm 2 Constraint Hierarchical Clustering with An-
chor Feature’s Algorithm
Input: Set of all tracklets, denoted by Tωι

=
{τ1, τ2, . . . , τV };

Distance threshold, denoted by Tdist;
Function for checking constraint, denoted as CON-

STRAINT
Output: Clusters of tracklets
1. Initial Clustering: This step creates the new clusters

such that each cluster containing only tij .
k ← 0;
for each τi in Tωι

do
for each tij in τi do

Ck ← MAKECLUSTER
(
tij
)
;

k ← k + 1;
end for

end for
2. Similarity Matrix Calculation: Compute a similarity

matrix, M, where each element Mij represents the sim-
ilarity between tracklets ti and tj using Equation (2).

3. Merging with Similarity and Constraint:
while there are still unmerged clusters do

Find a pair of clusters Ca and Cb with the
minimum distance d (Ca, Cb) and satisfy CON-
STRAINT(Ca, Cb);

if d (Ca, Cb) > Tdist or cannot find (Ca, Cb) that
satisfies CONSTRAINT(Ca, Cb) then

terminate the while loop;
else

Merge Ca and Cb into a new cluster Ca∪b;
Remove rows and columns corresponding to

Ca and Cb from M;
Update all entries corresponding to the merged

cluster Ca∪b to M;
end if

end while
4. return The final set of clusters of tracklets;

This algorithm employs hierarchical clustering to itera-
tively merge tracklets. This approach starts by considering
each tracklet as a separate cluster. The distance metric be-
tween the clusters is determined using Equation (2):

d(Ca, Cb) =
1

|A| |B|
∑
a∈A

∑
b∈A

a · b
∥a∥∥b∥

. (2)

In this equation, Ca and Cb represent clusters. The sets
A and B represent sets of anchor features associated with
tracklets in clusters Ca and Cb, respectively. The vectors
a and b refer to the anchor features. This distance com-

putation measures the similarity between clusters based on
the dot product of their anchor features normalized by their
magnitudes.

In each iteration, the algorithm identifies the pair of clus-
ters with the highest similarity based on a pre-computed
similarity matrix, denoted by M. This matrix stores the
similarity score between every pair of clusters. It is dynam-
ically updated as clusters merge during the process.

However, minimizing the cluster’s distance alone is not
sufficient to ensure meaningful clusters. To achieve this, the
algorithm enforces two merging criteria:
1. Distance Threshold: The distance between merging

clusters must be less than a predefined threshold, de-
noted by Tdist. This threshold establishes a baseline
level of the cluster’s distance required for cluster forma-
tion.

2. Spatial-temporal Constraints Check: Each potential
cluster merge must also satisfy a set of Spatial-Temporal
Constraints, as explained in Section 3.4.1. It priori-
tizes merging same-camera tracklets first (Constraint 1)
before considering those from different cameras (Con-
straints 2, 3, and 4). This ensures a more meaningful
clustering. These constraints leverage additional knowl-
edge about the spatial-temporal data, such as camera
view or motion patterns, to guide the clustering process
and ensure merged clusters represent semantically simi-
lar objects.
When both similarity and constraint criteria are satisfied,

the identified clusters, Ca and Cb, are merged into a new
cluster, denoted as Ca∪b. This merging process incorpo-
rates all anchor features between cluster Ca and Cb. Con-
sequently, Ca∪b possesses a larger set of anchor features,
enhancing its representational power. Thus, the set of an-
chor features of Ca∪b isA∪B. Subsequently, the similarity
matrix, M, is then updated to reflect the newly formed clus-
ter. This process continues iteratively until no further merg-
ers satisfy both the similarity threshold and the constraints.
In essence, the algorithm seeks to balance maximizing sim-
ilarity with enforcing domain-specific knowledge through
constraint checks.

3.4.3 Spatial-temporal Refinement

This work introduces the Spatial-temporal Refine-
ment (STR) methodology to address the limitations of
appearance-based features for person identification in
multi-camera surveillance systems. These limitations
arise from variations in lighting conditions and camera
perspectives. This refinement step ensures that merged
tracklets demonstrate spatial proximity within specific time
intervals.

The core principle of STR revolves around evaluating the
spatial overlap between tracklets. For each cluster of track-
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lets, a positional table is constructed. This table records the
world spatial coordinates of each tracklet within the cluster
across every time frame. In the case where multiple spatial
coordinates are registered for a single time frame, an aggre-
gated position is computed by averaging these coordinates.
This averaging process mitigates the influence of any poten-
tial positional discrepancies that might arise due to factors
like occlusion or tracking inaccuracies.

Following the construction of positional tables, STR fo-
cuses on pairwise cluster comparisons. The tracklets from
both clusters that share the same time frame and possess
world coordinates located within a predefined intersection
zone are extracted. This intersection zone is typically de-
marcated by the overlapping fields of view of the cameras
capturing the tracklets. If this condition is satisfied, it sig-
nifies a high likelihood that the tracklets represent the same
object across different camera perspectives. Consequently,
STR merges these two clusters, resulting in a more robust
and spatially-aware clustering outcome.

3.5. Cross Interval Synchronization

The Cross Interval Synchronization (CIS) module addresses
the challenge of integrating object trajectories across dis-
tinct time windows captured by multiple cameras. This
process aims to construct consistent trajectories for objects
throughout the entire observation period. The process is
summarized in Algorithm 3.

Algorithm 3 Cross Interval Synchronization’s Algorithm
Input: Refining tracklet clusters, denoted by
C = {C1, C2, . . . , CM};

Tracklet profile, denoted by ΠT =
{P1, P2, . . . , PN}

Distance threshold, denoted by Tdist;
Output: Updated tracklet profiles

1: k ← N ;
2: for i = 1 to M do
3: Find a pair of Ci and Pj with the minimum distance

d (Ci, Pj).
4: if d (Ci, Pj) < Tdist then
5: Merge cluster Ci to profile Pj ;
6: else
7: k ← N + 1;
8: Create new profile Pk for cluster Ci;
9: end if

10: end for
11: return ΠT = {P1, P2, . . . , Pk}

The algorithm takes as input a set of refining track-
let clusters, denoted by C = {C1, C2, . . . , CM},
a multi-camera tracklet profiles, denoted as ΠT =
{P1, P2, . . . , PN}, and a distance threshold, denoted as
Tdist. Each element Pk within the profile represents the tra-

jectory of unique object identity k established through the
synchronization of tracklets across all examined time inter-
vals. It is important to note that the initial tracklet profile is
derived from the first time window.

The CIS module computes a distance metric (refer to
Equation (2)) between each tracklet cluster and the existing
tracklet profile. If this distance between cluster Ci and pro-
file Pj falls below the predefined threshold Tdist, the cluster
is merged with the corresponding profile, effectively asso-
ciating the detections within the cluster with the existing
object track. Conversely, if no profile satisfies the distance
criterion, a new tracklet profile is created to represent a new
object instance.

4. Experiments
4.1. Datasets

The 2024 AI City Challenge’s Track 1 dataset [25], is aimed
at Multi-Camera People Tracking. The number of cameras
has surged from 129 to around 1,300, and the number of
individuals tracked has increased from 156 to about 3,400.
Additionally, this enriched dataset includes 3D annotations
and camera matrices, offering deeper insights. All video
data is recorded in 1080p resolution at 30 frames per sec-
ond, marking a notable advancement in the dataset’s util-
ity for precise multi-camera person tracking. We fine-tune
the detection and re-identification model exclusively using
the training set. The validation and testing sets, as divided
in the AI City Challenge’s Track 1 dataset, are utilized for
experimentation, as demonstrated in Table 1 and Table 2,
respectively.

4.2. Evaluation Metrics

In our research, we have chosen the Higher Order Tracking
Accuracy (HOTA) metric as the primary measure to evalu-
ate the performance of our proposed method. HOTA offers
a well-balanced assessment, explicitly considering both de-
tection accuracy and association performance within a sin-
gle metric [16].

Furthermore, we conducted a self-assessment of our
method using three supplementary metrics: Detection Ac-
curacy (DetA), Association Accuracy (AssA), and Locali-
sation Accuracy (LocA) [16].

4.3. Parameter Settings

Our proposed system leverages three pre-trained mod-
els, each fine-tuned for a specific task within the MTMC
pipeline. This subsection details the parameter settings em-
ployed during the training and fine-tuning processes for
these models, namely YOLOv8, OSNet, and ByteTrack.

YOLOv8 [12] serves as the person detection model. We
fine-tuned the backbone of the pre-trained YOLOv8l model
without freezing any layers, including the detection head.
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Time Window HOTA(%) DetA(%) AssA(%) LocA(%)
30 39.99 65.76 26.66 89.46
60 55.27 68.65 46.67 89.61

120 65.69 70.58 61.65 89.70
300 69.10 71.35 67.16 89.75
600 68.01 70.09 66.23 89.80
900 67.03 68.60 65.69 89.71
1800 65.58 66.43 64.89 89.73
3600 64.24 64.81 63.83 89.75

Table 1. Proposed framework performance against time window
sizes in terms of the number of frames

Rank Team ID Score
1 221 71.6520
2 79 67.2175
3 40 60.9261
4 142 60.8792
5 8 57.1445
6 50 (Our) 51.0556
7 5 45.1575
8 124 40.6202
9 162 40.3361
10 21 33.4879
. . . . . . . . .

Table 2. Top 10 rankings of AI City Challenge 2024

The batch size parameter was customized to 256, while
all other parameters remained consistent with the default
YOLOv8 settings.

OSNet [34–36] was fine-tuned as the ReID model. The
ADAM optimizer was pre-defined with a learning rate of
3.5 × 10−4. A single-step scheduler with a fixed step size
of 20 was employed for the decaying learning rate.

ByteTrack [32] was utilized as the tracking model, oper-
ating on sequences of frames extracted from each video.

4.4. Experimental Results

This section presents the experimental evaluation of the pro-
posed MTMC framework. We participated in Track 1 of the
2024 AI City Challenge, which focused on online MTMC
system. We investigated the impact of time window size on
the framework’s performance using various window lengths
as detailed in Table 1. Smaller window sizes represent a
closer approximation to a true online approach.

Table 1 summarizes the performance of our framework
across different time window sizes, measure by HOTA,
DetA, AssA, and LocA. A time window size of 300 frames
achieves the best overall performance for our system. This
setting yields the highest score for HOTA (69.10%), DetA
(71.35%), and AssA (67.16%).

From the experimental results, we select a time window
size of 300 frames for evaluating the challenge’s test set. As

shown in Table 2, this configuration results in performance
score of 51.0556 HOTA(%), ranking us 6th out of 17 par-
ticipating team worldwide.

5. Discussions

This section discusses the influence of time window size on
the performance of the proposed MTMC framework. We
explore the relationship between windows size and evalua-
tion metrics, as presented in Table 1.

The critical aspect of the proposed framework is deter-
mining an optimal window size for accurate tracking and
ReID. The experiments show that the window size of 300
achieves the best performance. Deviations from this value
lead to a decline in all metrics. This effect is attributed due
to the role of anchor features, which are significantly im-
pacted by the suitability of the time window.

A large window size introduces irrelevant noise into the
system. This occur because of incorporation of features ex-
tracted under varying poses and lighting conditions across a
longer time span. The large window interfere the process of
feature aggregation, where the anchor feature is calculated
from the sequence of ReID features.

Conversely, a window size that is too small fails to cap-
ture a comprehensive representation of the target appear-
ance. This result in anchor features that lack the ability to
effectively characterize the individual of each target.

6. Conclusions

In the presented research, we introduced a framework de-
signed for real-time tracking of individuals across multi-
ple camera feeds. The methodology is structured around a
three-step process pipeline: Multi-object Tracking (MOT),
Multi-target Multi-camera Tracking (MTMC), and Cross
Interval Synchronization (CIS). The MOT phase is ded-
icated to extracting ReID anchor features and construct-
ing local tracklets within a single camera’s view. Follow-
ing this, the MTMC step is engaged to establish connec-
tions between the set of tracklets across various cameras.
This is achieved by applying spatial-temporal constraints,
employing a constrained hierarchical clustering mechanism
with anchor features, and conducting spatial-temporal re-
finement to enhance the tracking accuracy. The final phase,
CIS, is implemented to maintain synchronization across dif-
ferent time intervals, ensuring that the multi-camera tracklet
profiles are coherent and accurately represent the tracked
individuals’ movements. Our framework demonstrates its
efficacy in tracking and identifying individuals across mul-
tiple cameras, as evidenced by the results obtained in the
2024 AI City Challenge. Here, our approach achieved a
HOTA score of 51.0556% on the Track 1 dataset, securing
the sixth place in the competition.
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