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Abstract

The eighth Al City Challenge highlighted the conver-
gence of computer vision and artificial intelligence in ar-
eas like retail, warehouse settings, and Intelligent Traf-
fic Systems (ITS), presenting significant research oppor-
tunities. The 2024 edition featured five tracks, attract-
ing unprecedented interest from 726 teams in 47 countries
and regions. Track 1 dealt with multi-target multi-camera
(MTMC) people tracking, highlighting significant enhance-
ments in camera count, character number, 3D annotation,
and camera matrices, alongside new rules for 3D track-
ing and online tracking algorithm encouragement. Track
2 introduced dense video captioning for traffic safety, fo-
cusing on pedestrian accidents using multi-camera feeds to
improve insights for insurance and prevention. Track 3 re-
quired teams to classify driver actions in a naturalistic driv-
ing analysis. Track 4 explored fish-eye camera analytics
using the FishEye8K dataset. Track 5 focused on motorcy-
cle helmet rule violation detection. The challenge utilized
two leaderboards to showcase methods, with participants
setting new benchmarks, some surpassing existing state-of-
the-art achievements.

1. Introduction

The AI City Challenge, showcased at CVPR 2024, lever-
ages artificial intelligence to boost operational efficiency in

physical settings, including retail and warehouse environ-
ments, as well as Intelligent Traffic Systems (ITS). This ini-
tiative aims to derive actionable insights from sensor data,
such as camera feeds, to enhance traffic safety and optimize
transportation outcomes. The focus for this year centers
on two pivotal areas poised for substantial impact: retail
business operations and ITS, where the application of Al
promises to usher in significant advancements.

Emphasizing practical, scalable applications, the Chal-
lenge called for original contributions across several critical
domains: multi-camera people tracking, traffic safety anal-
ysis, naturalistic driving action recognition, fish-eye camera
road object detection, and motorcycle helmet rule compli-
ance. These areas represent the cutting edge in employ-
ing computer vision, natural language processing, and deep
learning to bolster safety and intelligence within various en-
vironments. The 8th edition of the Challenge marks a mile-
stone with the introduction of novel tasks and significant
enhancements to datasets, including dense video captioning
for traffic safety, fish-eye camera analytics with the Fish-
Eye8K dataset [22], and substantial updates in multi-camera
people tracking, featuring extensive increases in camera and
character counts, alongside new rules and technologies like
3D tracking.

The five tracks of the Al City Challenge 2024 are sum-
marized as follows:

e Multi-target multi-camera (MTMC) people tracking:
Participants in the challenge were supplied with videos
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from diverse synthetic indoor environments, with the
main goal being to track individuals across the fields of
view of different cameras. Camera matrices were made
available to facilitate the inference of 3D positions. A
preference was given to the use of online tracking al-
gorithms, with bonuses awarded to teams utilizing these
methods in determining the winners.

 Traffic safety description and analysis: This task fo-
cuses on the detailed video captioning of traffic safety
scenarios, particularly involving pedestrian incidents,
using the Woven Traffic Safety (WTS) dataset [29]. Par-
ticipants need to describe the moments leading up to the
incidents and the general scene, noting relevant details
about the context, attention to safety, location, and the
behavior of both pedestrians and vehicles. This task of-
fers an in-depth opportunity to analyze traffic safety sce-
narios.

¢ Naturalistic driving action recognition: In this compe-
tition track, teams were tasked with classifying 16 types
of distracted driving behaviors such as texting, making
phone calls, and reaching back. The Synthetic Distracted
Driving (SynDD2) dataset [58], collected using three
cameras inside a stationary vehicle, was employed. This
year, the dataset size increased to 84 instances, up from
30 the previous year.

* Road object detection in fisheye cameras: Fisheye
lenses are favored for their wide, natural, and omnidi-
rectional field of view, providing coverage that tradi-
tional narrow-view cameras cannot. In traffic monitor-
ing, fisheye cameras reduce the need for multiple cam-
eras at street intersections but introduce challenges in im-
age distortion. Teams were tasked with detecting five
types of road objects (pedestrians, bikes, cars, trucks,
and buses) in images from fisheye cameras.

¢ Detecting violation of helmet rule for motorcyclists:
Teams were required to determine whether motorcyclists
were wearing helmets—a safety measure mandated by
laws in many countries. Automated detection of helmet
non-compliance can significantly enhance the enforce-
ment of traffic safety regulations.

The AI City Challenge continued to attract considerable
interest and participation in its latest edition, similar to pre-
vious years. From the announcement of the challenge tracks
in late January, participation requests surged to 726 teams,
marking a 43% increase from the 508 teams in 2023, with
representation from 47 countries and regions globally. The
distribution of team participation across the five challenge
tracks was as follows: tracks 1 through 5 saw 421, 359,
349, 403, and 419 teams, respectively. Notably, this year,
209 teams registered for the evaluation system, a significant

increase from the previous year’s 159. The number of sub-
missions for tracks 1, 2, 3, 4, and 5 were 17, 15, 16, 70, and
60, respectively.

This paper provides a comprehensive overview of the
preparation and outcomes of the 8th AI City Challenge.
Subsequent sections detail the setup of the challenge (§2),
preparation of the challenge data (§3), evaluation methodol-
ogy (§4), analysis of the submitted results (§5), and discuss
the implications of the findings and directions for future re-
search (§0).

2. Challenge Setup

The 8th AI City Challenge made its training and valida-
tion datasets available to participants on January 22, 2024,
and subsequently released the test sets with the evalua-
tion server’s launch on February 19, 2024. The deadline
for all challenge track submissions was set for March 25,
2024. Competitors aiming for prizes were mandated to
open-source their code for verification purposes and ensure
their code repositories were publicly accessible. This re-
quirement stems from the expectation that winning teams
would significantly contribute to the community and expand
the existing knowledge base. Additionally, it was impera-
tive for the results showcased on the leaderboards to be re-
producible independently of any private data.

Track 1: MTMC People Tracking. Teams in the chal-
lenge are required to track individuals across an array of
cameras using a significantly expanded synthetic dataset.
The dataset’s scale has been notably increased: the cam-
era count has surged from 129 to roughly 1,300, and the
number of tracked individuals has grown from 156 to about
3,400. To assist teams, 3D annotations and camera matrices
are provided. The evaluation metric has been updated to the
Higher Order Tracking Accuracy (HOTA), which now con-
siders 3D distances, offering a more detailed assessment of
tracking precision. A new feature of this challenge encour-
ages the adoption of online tracking, where algorithms pre-
dict current frame results based solely on past frame data.
Submissions utilizing online tracking methods will benefit
from a 10% bonus to their HOTA score, a factor that could
be decisive in close competitions for the top positions.

Track 2: Traffic Safety Description and Analysis. In
this challenge, teams will analyze video segments of traf-
fic events, providing two detailed captions for each segment
that describe the behavior of pedestrians and vehicles be-
fore and during accidents, as well as during normal traffic
conditions. The descriptions should focus on location, at-
tention, behavior, and context. The provided ground truth
file includes captions and bounding box information for tar-
get instances. Evaluation will be based on several metrics
assessing the accuracy of the predicted descriptions relative
to the ground truth.

Track 3: Naturalistic Driving Action Recognition.
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Figure 1: The MTMC people tracking dataset for Track 1
contains 90 subsets from 6 synthetic environments. The fig-
ure contains sampled frames with plotted labels from the 6
environments.

This track involves analyzing approximately 76 hours of
video collected from 84 different drivers. Each team must
submit a text file detailing one identified driving activity per
line, including the start and end times, along with corre-
sponding video file information. Performance is evaluated
based on the accuracy of activity identification, specifically
the average activity overlap score. The team with the high-
est score will be declared the winner.

Track 4: Road Object Detection in Fisheye Cam-
eras. Teams are tasked with detecting road objects (pedes-
trians, bikes, cars, trucks, and buses) in images from fish-
eye cameras. The challenge involves the FishEyelK _eval
test dataset, which consists of 1,000 images, and the Fish-
Eye8K training dataset, which includes 8,000 images. Both
datasets were sourced from fisheye traffic surveillance cam-
eras operated by the Hsinchu City Police Department in Tai-
wan.

Track 5: Detecting Violation of Helmet Rule for Mo-
torcyclists. Participants in this track are required to detect
whether motorcycle drivers and passengers are wearing hel-
mets, using traffic camera footage from an Indian city. The
challenge categorizes drivers and passengers as separate en-
tities and includes complex real-world scenarios character-
ized by poor visibility conditions, such as low light or fog,
high traffic congestion at intersections, efc.

3. Datasets

The datasets for the five challenge tracks of the 8th Al
City Challenge are introduced as follows.

3.1. The MTMC People Tracking Dataset

The MTMC people tracking dataset, a comprehensive
benchmark consisting of six different synthetic environ-
ments, was developed using the NVIDIA Omniverse Plat-
form (see Figure 1). This dataset encompasses 90 sub-
sets—40 for training, 20 for validation, and 30 for test-
ing—featuring 953 cameras, 2,491 people, and over 100
million bounding boxes, marking a significant expansion

Multi-views with fine-grained traffic video captioning

Pedestrian view

Overhead view 1

Vehicle view

Pedestrian behavior caption:

The pedestrian found himself positioned directly in front of the assailant
vehicle with their orientation opposite to it. There was no relative distance;
they were almostly touching the vehicle. His line of sight remained focused on
the vehicle, closely watching its actions. The pedestrian was about to stand
still after moving at a slightly higher speed, and they were decelerating.

Figure 2: Overview of the WTS dataset for Track 2, provid-
ing multi-view videos with fine-grained captions focused on
pedestrian perspectives.

from the previous year’s 22 scenes, 129 cameras, 156 peo-
ple, and 8 million bounding boxes. With a total video
length of 212 hours, presented in high-definition (1080p) at
30 frames per second, this benchmark surpasses its prede-
cessors not only in scale but also in providing annotations
of 3D locations and camera matrices, enabling 3D space
MTMC tracking.

The “Omniverse Replicator” framework, instrumental
for character labeling and synthetic data generation, anno-
tates the camera-rendered output and formats it for learn-
ing utilization. The “omni.anim.people” extension is used
for simulating human behaviors realistically in various syn-
thetic environments. A workflow scheduling script, de-
signed to operate automatically based on specific configu-
rations, facilitated the efficient generation of this extensive
MTMC dataset.

3.2. The Woven Traffic Safety Dataset

The Woven Traffic Safety (WTS) dataset [29] comprises
train and validation sets with 810 multi-view videos of
staged traffic scenarios, as shown in Figure 2. Each scenario
is segmented into approximately 5 phases: pre-recognition,
recognition, judgment, action, and avoidance, with each
segment featuring 2 detailed captions. These captions are
derived from a manual checklist of over 180 items related to
the environmental context, attributes, position, action, and
attention of pedestrians and vehicles. The items were pro-
cessed using GPT-3.5 [50] to generate natural sentences that
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Figure 3: Sample images from each of the 18 cameras with
wide-angle fisheye views for Track 4.

were then manually verified to establish the final ground
truth. Each caption averages about 58.7 words in length.
Additionally, the dataset includes about 3.4K fine-grained
caption annotations from the BDD100K [87], selected to
enhance the generalizability of the models trained on this
dataset.

3.3. The SynDD2 Dataset

SynDD2 [58] includes 504 video clips in the training set
and 90 videos in the test set, all recorded at 30 frames per
second and at a resolution of 1920x1080. The videos are
manually synchronized across three camera views [43] and
are approximately 9 minutes in length. Each video show-
cases 16 distracted driving activities performed in random
order and for varying durations, sometimes with an appear-
ance block like a hat or sunglasses. Drivers contributed six
videos each: three with an appearance block and three with-
out.

3.4. The FishEye8K and FishEyelKeval Datasets

The FishEye8K benchmark dataset, published in [21],
serves as both the training and validation sets, with 5,288
and 2,712 images respectively, featuring resolutions of
1080x1080 and 1280x1280. These sets contain a total of
157K annotated bounding boxes across five road object
classes (Bus, Bike, Car, Pedestrian, Truck). The dataset
was compiled from 35 fisheye videos recorded at 60 FPS
using 20 traffic surveillance cameras in Hsinchu City, Tai-
wan. The FishEyelK eval test dataset, comprising 1,000
images, was extracted from 11 camera videos not used in
the FishEye8K dataset. Dataset labels are available in XML
(PASCAL VOC), JSON (COCO), and TXT (YOLO) for-
mats.

3.5. The Bike Helmet Violation Detection Dataset

This dataset includes 100 videos each for the train-
ing and testing phases, recorded at 10 FPS and 1080p
resolution from various locations in an Indian city. All
pedestrian faces and vehicle license plates were redacted.

The dataset features 9 object classes, including motor-
bike, DHelmet (driver with helmet), DNoHelmet (driver
without helmet), PIHelmet (first passenger with helmet),
PINoHelmet (first passenger without helmet), P2Helmet
(second passenger with helmet), P2NoHelmet (second pas-
senger without helmet), POHelmet (child in front with hel-
met), and PONoHelmet (child in front without helmet).
Bounding boxes have a minimum size of 40 pixels, sim-
ilar to the KITTI dataset [18], and an object must be at
least 40% visible to be annotated. This year, the dataset has
been enhanced to include more challenging scenarios such
as congested traffic conditions and zoomed-in traffic cam-
era views, akin to those used in traffic violation detection
systems.

4. Evaluation Methodology

As in previous Al City Challenges [41, 42, 45, 44, 47,
46], we employed an online evaluation system allowing
teams to submit multiple solutions to each problem and au-
tomatically evaluated the performance in real time. The re-
sults were shared with the submitting team and other par-
ticipants. An anonymized leaderboard displayed the top
three results for each track to encourage ongoing improve-
ment. Teams were limited to five submissions per day and
20—40 submissions per track overall, with submissions con-
taining errors exempt from these limits. Initially, results
were calculated using a random 50% subset of the test set
to prevent overfitting, with full test set scores revealed post-
competition.

Teams competing for prizes were prohibited from using
private data or manual labeling on the Public leaderboard,
while others could submit to a separate General leader-
board.

4.1. Track 1 Evaluation

Contrary to our 2023 Challenge [46], which used the
IDF1 metric, this year we adopted the Higher Order Track-
ing Accuracy (HOTA) scores [37] for evaluation. HOTA
is computed on the 3D locations of objects, with repetitive
data points removed across cameras for the same frame. Eu-
clidean distances between predicted and ground truth 3D
locations are converted to similarity scores using a zero-
distance parameter; scores are zero for distances over 2 me-
ters. These scores contribute to the calculation of localiza-
tion accuracy (LocA), detection accuracy (DetA), and asso-
ciation accuracy (AssA) using the TrackEval library [26].

HOTA, = v/DetA,, - AssA,,
1
HOTA = / HOTA,, da,
0

where « is the localization intersection-over-union (IOU)
threshold, varying in 0.05 increments from O to 1. Submis-
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sions employing online tracking technologies receive a 10%
bonus to their HOTA scores.

4.2. Track 2 Evaluation

Teams are ranked based on averaged accuracy against
the ground truth using multiple metrics across all scenarios
from both the staged and BDD parts. Four metrics are av-
eraged: BLEU-4 [52], METEOR [4], ROUGE-L [33], and
CIDEr [49]. Each video segment includes two captions, one
for pedestrians and one for vehicles. To eliminate sample
number bias between the staged and BDD parts, scores for
each are calculated separately and then averaged to deter-
mine the final ranking.

4.3. Track 3 Evaluation

The evaluation criteria for this track remain unchanged
from last year [40]. Performance is measured by the aver-
age activity overlap score, calculated as follows: Given a
ground-truth activity g with start and end times gs and ge,
the closest predicted activity p must match the class of g
and maximize the overlap score os within a time window
defined by gs 4+ 10s and ge = 10s. The overlap score is
defined as:

max(min(ge, pe) — max(gs, ps),0)

max(ge, pe) — min(gs, ps)

os(p,g) =

All activities are processed in the order of their start times,
and any unmatched activities receive a score of zero. The
final score is the average of all overlap scores.

4.4. Track 4 Evaluation

Track 4’s evaluation is based on the F'1 score, defined as
the harmonic mean of precision and recall:

- 2 x Precision x Recall

Precision + Recall
4.5. Track 5 Evaluation

Evaluation for Track 5 is based on mean Average Preci-
sion (mAP) across all test video frames, as defined in the
PASCAL VOC 2012 competition [15]. The mAP score
calculates the average of precision scores (area under the
Precision-Recall curve) for all object classes. Bounding
boxes smaller than 40 pixels or overlapping with redacted
regions are excluded to prevent penalization errors.

5. Challenge Results

Tables 1-5 summarize the leader boards for Tracks 1-5,
respectively.

5.1. Summary for the Track 1 Challenge

The teams all employed state-of-the-art YOLO-based
models for person detection, notably YOLOX [!7] and

Table 1: Summary of the Track 1 leader board.

[ Rank | TeamID | Team | Score (HOTA) | Online |

1 221 Yachiyo [86] 71.9446 No

2 79 SJTU-Lenovo [82] 67.2175 Yes

3 40 Nota [28] 60.9261 Yes

4 142 Fraunhofer IOSB [64] 60.8792 Yes

5 8 UW-ETRI [84] 57.1445 Yes

6 50 ARV [66] 51.0556 Yes

9 162 Asilla[71] 40.3361 Yes
YOLOVS [25]. For re-identification (RelID), they continued

to use advanced models similar to those in previous years,
including OSNet [94], TransRelD [81], and their combina-
tions. Fraunhofer IOSB [64] utilized a transformer-based
model [5] that was pre-trained on large-scale data [93].
Since the evaluation required 3D locations, almost all teams
implemented pose estimation to accurately determine foot
positions. The top three teams adopted HRNet [65]. The
UW-ETRI team [84] trained a YOLO-based model for joint
and keypoint detection that was more computation-efficient.

Regarding single-camera tracking, most teams lever-
aged established state-of-the-art methods, such as BoT-
SORT [24], StrongSORT [12], ByteTrack [77], and Conf-
Track [27]. The top team [86] proposed an Overlap Sup-
pression Clustering scheme to generate non-overlapping
tracklets in single-camera setups.

This year, most teams were encouraged to adopt online
methods for multi-camera tracking, which are more suitable
for real-time applications. These methods maintain a global
state of “anchors” derived from past tracking results, up-
dating these anchors based on new data in the current time
window. Various schemes were introduced to correct false
positives, negatives, and ID switches during online track-
ing. For instance, the Nota team [28] implemented Ap-
pearance Feature Refinement using agglomerative cluster-
ing to update the appearance features for each anchor, and
Overlapped Cluster Refinement to solve duplicate assign-
ments. The ARV team [66] also applied hierarchical clus-
tering with appearance features and spatio-temporal con-
straints, enhancing accuracy with spatio-temporal refine-
ment and cross-interval synchronization.

Despite these advancements in online tracking, the of-
fline method by Yachiyo [86] still showed significant ad-
vantages. Their approach involved extracting representative
images from each tracklet. RelD was performed only on
images identified as highly recognizable through pose esti-
mation. Tracklets composed solely of low-identifiable im-
ages were assigned to separate clusters in the ReID process.

5.2. Summary for the Track 2 Challenge

Track 2 features a detailed video captioning task within
traffic videos. Most teams [ 13, 70, 10, 67] employed Vision
Language Model (VLM) based methods, with Teams [13,

, 67] using Large Language Models (LLMs) as text de-
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Table 2: Summary of the Track 2 leader board.

[ Rank [ TeamID | Team | Score (4 metrics avg.) ]
1 208 AliOpenTrek [13] 33.4308
2 28 AIO_ISC [70] 32.8877
3 68 Lighthouse [10] 32.3006
6 219 UCF-SST-NLP [61] 29.0084
9 91 HCMUS_AGAIN [67] 22.7371

Table 3: Summary of the Track 3 leader board.

[ Rank [ Team ID [ Team [ Score (activity overlap score) ]
1 155 TeleAl [92] 0.8282
5 5 SKKU-AutoLab [4&] 0.7798
8 165 MCPRL [88] 0.6080

coders. These teams used LLMs to generate captions by
processing inputs through vision and text encoders. No-
table VLMs employed by the first- and second-place teams
included LLaVA-1.6-34B [34], Qwen-VL [3], and Video-
LLaVA [32], while the LLM components utilized were Vi-
cuna [9] and Qwen [2].
Team [10] utilized a Vid2Seq [83] based approach with
a T5-Base [56] text decoder. For vision encoding, all teams
using VLM methodologies opted for CLIP ViT-L/14 [55].
Further innovations were seen with Teams [13, 10]
proposing the simultaneous use of global and local views
to enhance performance, with Team [10] achieving signifi-
cant improvements through temporal modeling of local fea-
tures. Interestingly, Team [13] explored using Reinforce-
ment Learning from Human Feedback (RLHF), although
this approach did not perform well due to the challenges in
aligning with the diverse and lengthy description patterns.
A novel visual prompt schema aimed at domain-specific
task utilization was proposed by Team [ 3], facilitating the
creation of instruction data. Team [70] focused on extract-
ing hierarchical structures from captions as a preprocessing
step, implementing a two-stage training process to enhance
the accuracy of segment and description generation.
Multi-view information was leveraged by Team [67]
to improve results through several perception-based ap-
proaches within a rule engine framework. Additionally,
Team [61] explored knowledge transfer across different
traffic domains, initially training with annotations from the
BDD dataset before fine-tuning on the WTS staged dataset.

5.3. Summary for the Track 3 Challenge

The top-performing teams in Track 3 of the Challenge
focused on methodologies centered around activity recog-
nition, specifically addressing two key aspects: (1) classi-
fying various distracted driving activities, and (2) Temporal
Action Localization (TAL), which determines the start and
end times for each activity. The leading team, TeleAl [92],
developed an Augmented Self-Mask Attention (AMA) ar-
chitecture that enhanced the learning of bidirectional con-

Table 4: Summary of the Track 4 leader board.

Rank | Team ID Team Score (F1)
1 9 VNPT AI [14] 0.6406
2 40 Nota [60] 0.6196
3 5 SKKU-AutoLab [54] 0.6194
4 63 UIT_AICLUB [19] 0.6077
5 15 SKKU-NDSU [69] 0.5965
6 33 MCPRL [38] 0.5883

texts, resulting in improved handling of overlapping TALSs.
They further enhanced their approach by applying an en-
semble method combined with weighted boundaries fusion,
which helped in identifying TALs with high confidence lev-
els. Their best score was 0.8282.

The second-place team [48] focused on large model fine-
tuning and used ensemble methods to achieve clip-level
classification for short video segments. To refine TAL, they
employed a multi-step post-processing algorithm that en-
hanced the precision of activity boundaries.

Team [88] built a multi-view fusion and adaptive thresh-
olding algorithm to address the challenges posed by simi-
lar action behaviors and interference from background ac-
tivity. For their TAL approach, they designed a post-
processing procedure that enabled fine localization from
initially coarse estimates through techniques such as post-
connection and candidate behavior merging.

Lastly, Team [57] leveraged Graph-Based Change-Point
Detection to generate action proposals, alongside a Video
Large Language Model (Video-LLM) for robust activity
recognition.

5.4. Summary for the Track 4 Challenge

Most teams [14, 60, 19, 69, 38] employed an ensemble
model [62] to enhance their model performance and gener-
alization capabilities. The winning team, VNPT AI [14],
integrated multiple models including CO-DETR [96],
YOLOV9 [76], YOLOR-W6 [74], and InternIlmage [80],
alongside pseudo labels generated from pre-trained models
on various combinations of the FishEye8K [21] and Vis-
Drone [53] datasets. Their approach achieved the highest
F1 score of 0.6604 among all participants in Track 4.

The runner-up, Nota [60], employed DINO [91] with
ViT-L [I1] and Swin-L [35] backbones, supplemented
with other techniques such as StableSR [78] and his-
togram equalization. The technique of Slicing Aided Hy-
per Inference (SAHI) [1] was utilized by both Nota and
UIT_AICLUB [19], the fourth-place team, to enhance de-
tection of distorted and blurred small objects, a common
challenge with fisheye lenses.

The third-place team, SKKU-AutoLab [54], developed
a synthetic dataset using CycleGAN [95] and pseudo la-
bels generated by the YOLO-World [8] model, training their
YOLOR-D6 [75] model on this dataset to achieve a score of
0.6194.
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Table 5: Summary of the Track 5 leader board.

[ Rank | TeamID | Team | Score (mAP) |
1 99 UIT [72] 0.4860
2 76 China Mobile [6] 0.4824
3 9 VNPT [39] 0.4792
7 57 BUPT [90] 0.394

Additionally, the fifth-place team, SKKU-NDSU [69],
proposed a Low-Light Image Enhancement Framework that
converts night-time images into daylight-like images using
GSAD [23], creating a unified dataset. For post-processing,
they employed super-resolution techniques using DAT [7]
during the testing phase.

Lastly, the team MCPRL [38] introduced post-
processing modules named static object processing and
confidence score refinement. This method differentiates
static objects across sequential frames, refining detection
by excluding static false positives and incorporating over-
looked false negatives.

5.5. Summary for the Track 5 Challenge

In Track 5, focusing on object detection, most teams
employed a combination of object detection and multiple
object tracking techniques. These approaches typically in-
volve several key components:

Object Detection: Most teams utilized state-of-the-
art Transformer models combined with ensemble tech-
niques. The top-performing team [72] primarily used Co-
DETR [97] for object detection, while the second-ranked
team [6] implemented Co-DETR in conjunction with the
DETA algorithm [51] to refine bounding box localization.
The third-ranked team [39] deployed separate sub-modules
for vehicle and person detection and an additional one for
head detection. For vehicle and person detection, they used
YoloV7 [73], YoloV8 [25], and Co-DETR with a Swin-L
backbone [97]. For head detection, they integrated a Swin-
L backbone into the Co-DETR architecture.

Ensemble Techniques: The top team employed
Weighted Box Fusion [63], while the second-ranked team
combined weighted box fusion (WBF) with non-maximum
suppression (NMS) [20] and Test Time Augmentation
(TTA) [59]. Similarly, the third team also used WBF and
TTA to enhance detection accuracy.

Handling Class Imbalance: A major challenge across
the teams was dealing with class imbalance within the
dataset. The first-ranked team addressed this by employ-
ing the Minority Optimizer Algorithm [72] to improve re-
call for rare classes, prioritizing thresholds for these classes
to maintain robust recall. They also developed a strategy
to balance precision and recall, creating virtual bounding
boxes with calibrated confidence scores to optimize recall
where the detector failed to classify objects accurately. The

third-ranked team used an object association module [39]
for pairing humans with motorbikes and heads and applied
a tracking module to ascertain vehicle direction. They im-
plemented a confidence score correction scheme to adjust
for class imbalances. The second-ranked team augmented
the dataset with general image processing techniques, ran-
domly cropping and resizing augmented inputs to enable
multi-scale object detection.

6. Discussion and Conclusion

The 8th AI City Challenge has continued to attract sub-
stantial interest from the global research community, evi-
denced by both the quantity and the quality of the partici-
pants. We wish to highlight several notable insights from
the event.

In Track 1, we enhanced the benchmark for MTMC peo-
ple tracking by expanding the scale and improving evalua-
tion metrics, emphasizing online methods this year. While
an offline method has attained nearly a 72% HOTA on this
extensive dataset, the top-performing online method [82]
only achieved approximately 67%. Before these meth-
ods can be effectively utilized in real-world applications,
there are several challenges to overcome. First, most teams
deployed separate models for detection and pose estima-
tion, some of which are based on computationally inten-
sive transformer models. Second, despite numerous pro-
posed schemes to refine trajectories in multi-camera track-
ing, these methods predominantly remain rule-based and
do not exploit the large-scale MTMC data. We encourage
teams to investigate learning-based tracking methods using
Graph Neural Networks (GNNs) or other pertinent archi-
tectures. Third, certain teams presupposed a known number
of individuals, an assumption that may not hold in practical
settings. They must develop strategies to manage the dy-
namics of individuals entering and exiting the scene. For
future challenges, we plan to incorporate datasets featur-
ing individuals in similar attire, which, although challeng-
ing, reflects common scenarios in warehouses and sporting
events.

Track 2 presents unique challenges, primarily how meth-
ods adapt to the traffic domain video data, which signifi-
cantly differs from more common public datasets. Another
challenge is accurately generating detailed and lengthy de-
scriptions from video at the instance level. Participants
widely utilized large VLMs for deep video-language under-
standing. Despite their strong generalization capabilities,
LLMs face challenges in domain-specific data, particularly
in detailing traffic scenarios linguistically. Traditional met-
rics such as BLEU, METEOR, ROUGE, and CIDEr focus
on syntactic similarity but struggle to assess semantic ac-
curacy in lengthy, detailed captions. We encourage teams
to explore VLM designs focusing on spatial-temporal rela-
tionships at the instance level to enhance task performance.
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In Track 3, teams engaged with the expanded SynDD2
benchmark [58] to tackle the Driver Activity Recognition
challenge. This involved classifying driver activities and
localizing them temporally to determine their start and end
times. Efforts included developing specialized architec-
tures, optimizing algorithms, and crafting pipelines to boost
detection efficiency. Techniques employed included prompt
engineering with language models [85, 40], vision trans-
formers [89, 36], and action classifiers [16, 68, 79, 31, 30].
Ongoing challenges in activity recognition and temporal ac-
tion localization highlight the need for further research and
more refined datasets.

The majority of teams in Track 4 utilized ensemble
models to enhance performance and generalization. The
winning team implemented a combination of CO-DETR,
YOLOV9, YOLOR-W6, and Internlmage models, supple-
mented by pseudo labels from the FishEye8K and Vis-
Drone datasets, achieving an F1 score of 0.6604. Other
notable approaches included employing DINO with ViT-L
and Swin-L backbones, StableSR, and histogram equaliza-
tion. Techniques such as SAHI addressed challenges re-
lated to fisheye lens distortion. Innovations like synthetic
image generation using CycleGAN and enhancing images
under low-light conditions with specialized frameworks and
post-processing techniques underscored the diverse strate-
gies teams used to tackle complex vision tasks.

In Track 5, teams were provided with a challenging
dataset for motorbike helmet violation detection in an In-
dian city. The state-of-the-art model achieved a 0.4860
mAP [72]. Top teams employed advanced object detection
models such as Co-DETR [97] alongside ensembling tech-
niques and class enhancement strategies to improve accu-
racy and model performance.
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