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Abstract

In recent years, motorcycle accidents have occurred fre-
quently, with a important reason being that motorcyclists
do not wear helmets properly. The visual method of de-
tecting whether a motorcyclist is wearing helmet based on
monitoring videos can provide technical support for traffic
management. However, the appearance characteristics of
motorcycle drivers and passengers are too similar to dis-
tinguish, which makes it difficult to detect helmet. In this
task, we propose a Coarse-to-fine Two-stage Helmet De-
tection Method for Motorcyclists to improve the accuracy
of helmet and motorcyclist detection. Our Coarse detec-
tor detect the rough location of people and motorcycle as
the initial suggestion for the following Fine-grained detec-
tion. Then our Fine-grained detector employs a classifica-
tion branch to accurately distinguish between the driver and
passengers. Finally, we use some useful strategies such as
Test Time Augmentation (TTA) and Weighted Boxes Fusion
(WBF) to achieve further improvements to our proposed
framework. Our proposed framework achieved mAP score
of 39.4 % on the test dataset of AI City Challenge 2024
Track5.

1. Introduction

Motorcycles are one of the most popular modes of trans-
portation, particularly in developing countries such as India.
Due to lesser protection compared to cars and other standard
vehicles, motorcycle riders are exposed to a greater risk of
crashes. Therefore, wearing helmets for motorcycle riders
is mandatory as per traffic rules and automatic detection of
motorcyclists without helmets is one of the critical tasks to
enforce strict regulatory traffic safety measures [16]. De-
tecting whether motorcyclists are wearing helmets automat-
ically based on monitoring videos is a valuable visual re-
search task. The Track 5 of 2024 AI City Challenge [28],
Detecting Violation of Helmet Rule for Motorcyclists, pro-
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vides an evaluation platform for this research. This task
requires detecting motorcyclists with or without helmets
and each rider in a motorcycle (driver, passenger1, pas-
senger2, passenger0) should be separately identified if they
have a helmet or not. There are a total of 9 categories: mo-
torbike, DHelmet, DNoHelmet, P1Helmet, P1NoHelmet,
P2Helmet, P2NoHelmet, P0Helmet, P0NoHelmet. The
evaluation metric is mAP across all frames in the videos.

The training and testing datasets provided by the orga-
nizers are both traffic monitoring videos. As shown in
Fig. 1, for this object detection task, the main issues with
these videos are: (1) low video quality. Due to blurry frames
and noise caused by limitations of monitoring devices and
the environment; (2) varying object sizes. Owing to the
fixed position and large field of view of the monitoring cam-
eras, objects in the distance appear smaller, making it diffi-
cult to detect and determine whether a helmet is being worn;
(3) complex traffic conditions, such as high vehicle density,
which can result in occlusions and intersections, making it
more difficult to detect objects.

Currently, existing motorcycle detection methods [1, 6,
8, 24–26] followed the typical approach of object detec-
tion and multiple object tracking, which consists of several
components. The first component is object detection, and
most studies used an ensemble model to improve the perfor-
mance and generalization. Then, object association or iden-
tification was used to correctly locate the driver/passengers.
Some previous methods determined the location passenger2
based on tracking, but now it is also necessary to detect pas-
senger0, so tracking cannot be used to determine passen-
ger2. Finally, Category Refine modules were used to gener-
ate the results and correct any misclassified classes. Never-
theless, the aforementioned methods fall short in identifying
passenger0.

Thus, we propose a Coarse-to-fine Two-stage Helmet
Detection Method for Motorcyclists. To obtain a high re-
call object detection model on the dataset, we treat peo-
ple and motorcycles that ride together as a whole object
in the Coarse detector, which has a larger detectable box
and can be considered as a single object detection category
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(a) low video quality. (b) varying object sizes. (c) complex traffic conditions.

Figure 1. Problems exit in the training data videos.

during training and predicting. This approach can allevi-
ate the problem of detecting small objects. Subsequently,
in order to better distinguish driver and passenger with sim-
ilar appearance characteristics, we add an additional clas-
sification branch in the Fine-grained detector. Finally, we
post-process the results to reduce false positives. Further-
more, we also apply some strategies to improve detection
performance, including Test Time Augmentation (TTA) and
Weighted Boxes Fusion (WBF) [23].

In summary, the main contributions of this study are as
follows:

• We propose a Coarse-to-fine Two-stage Helmet De-
tection Method for Motorcyclists to detect motorcy-
cles and each rider in a motorcycle (driver, passenger1,
passenger2, passenger0) should be separately identi-
fied if they have a helmet or not.

• We add an additional classification branch to Co-
DETR (the Fine-grained detector) to enhance its ca-
pability in predicting confusing categories. Addition-
ally, we provide a useful package of tips for object de-
tection task, including Test Time Augmentation (TTA)
and Weighted Boxes Fusion (WBF).

• On the AI City Challenge Track5 test dataset, our pro-
posed framework achieves 39.4 % (mAP), which ranks
7th in the 2024 AI City Challenge Track 5.

2. Related Work
2.1. Object Detection

Object detection is an important task in computer vi-
sion, which aims to recognize and locate specific objects
from images or videos. In recent years, many excel-
lent object detection algorithms have been proposed, in-
cluding SSD [14], Fast RCNN [9], Faster RCNN [21],
YOLO [3, 11–13, 18–20, 27], DETR [4], Co-DETR [31].

Fast RCNN [9], proposed by Girshick et al. in 2015,
introduced end-to-end detector training on shared convolu-
tional features, achieving compelling accuracy and speed.
Faster RCNN [21], proposed by Ren et al. in the same

year, improved upon Fast RCNN by introducing a two-stage
detection model with a Region Proposal Network (RPN).
SSD [14] is a one-stage object detection algorithm proposed
by Liu et al. in 2016 that employs convolutional neural
network for simultaneous detection and position regression.
YOLO [18] is proposed by Joseph in 2016. Unlike tradi-
tional object detection algorithms, YOLO achieves object
detection with a single forward propagation, enabling end-
to-end training and real-time speeds while maintaining high
precision. This feature has made YOLO widely popular in
practical applications. However, due to the coarse output of
the network, it performs poorly in detecting small and dense
objects. After that, people continued to improve it and grad-
ually derived subsequent versions, and the detection per-
formance improve steadily. YOLOv8 [12] adopts a more
gradient-rich C2f structure on the basis of YOLOv5 [11],
and replaces the head with the current mainstream decou-
pling head structure, which separates the classification and
detection heads. These improvements have effectively en-
hanced accuracy. Therefore, we adopt YOLOv8 as our
Coarse detector based on its outstanding performance.

In addition to the above methods based on convolutional
networks, the transformer architecture has been recently ap-
plied for object detection as backbone, which achieves a re-
markable balance between speed and accuracy, such as Vi-
sion Transformer(ViT) [7] and Swin Transformer [15]. De-
tecting Objects with Transformers (DETR) [4] is the first
transformer-based detector proposed in 2020, which sur-
passed state-of-the-art on the COCO dataset. Since then,
several variants and alternatives has been proposed, such as
Co-DETR [31], a collaborative hybrid assignment training
scheme. The key insight of Co-DETR is to use versatile
one-to-many label assignments to improve the training ef-
ficiency and effectiveness of both the encoder and decoder.
This strategy can effectively improve the mAP. Thus, we
adopt Co-DETR as our Fine-grained detector.

2.2. Motorcyclist Helmet Detection

Helmet violation detection, also known as helmet en-
forcement, has become an important area of research in re-
cent years due to the importance of helmet usage in reduc-
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Figure 2. The pipeline of the framework. The input of this framework is video frames. First, the Coarse detector is utilized to detect the
whole bounding box of people and motorcycles. Subsequently, we crop the bounding box and send them to the Fine-grained detector to
identify the individual components of the object, including the motorbike, driver, and passenger, and whether or not they were wearing a
helmet. Finally, we perform WBF to obtain the final prediction result.

ing injury and fatalities in road accidents. In the 2023 AI
City Challenge Task 5, many researchers have done a lot of
research on it [1, 6, 8, 24–26].

A study [6] introduced a robust Motorcycle Helmet Ob-
ject Detection (MHOD) framework with model ensemble
which achieved first place. Their approach involved uti-
lizing a model ensemble based on the DETA algorithm to
enhance performance and generation. Subsequently, they
conducted the Passenger Recall Module (PRM) to improve
the recall of the passenger category. Finally, they em-
ployed the Category Refine Module (CRM) to generate re-
sults and rectify any misclassified classes. Another research
[24] focused on utilizing the detector based YOLOv8 to
focus on first localizing the entire motorbike with a per-
son on it, and then identifying the individual components
of the object, including the motorbike, driver, and passen-
ger, and whether or not they were wearing a helmet. In
a separate study, a system [8] was proposed to process
video streams frame-by-frame through three components,
including Object detection, Object association, and Post-
processing for tracking module. The object detection com-
ponent is responsible for detecting all necessary objects in
each frame, while the object association component con-
nects each driver/passenger to the corresponding motorcy-
cle and identifies the number of humans on the motorcycle.
Finally, they design a post-processing for tracking approach
to utilize object information to accurately reassign human
classes, resulting in significant improvement in overall sys-
tem performance.

2.3. Object Tracking

Object tracking is an important research direction in the
field of computer vision, which aims at automatically track-

ing the motion trajectory of the objects in video sequences.
Currently, various methods including FairMOT [30] based
on one-shot MOT, TransTrack [5] which utilizes attention
mechanism, as well as SORT [2] and DeepSORT [29]
which uses tracking-by-detection have been widely em-
ployed.

FairMOT [30] is a joint detection and tracking algorithm
that utilizes the Siamese network for feature extraction and
similarity measurement for object matching. However, it
has high computational complexity. TransTrack [5] is an
attention-based tracking algorithm using Transformer en-
coders and decoders, capturing motion and semantic re-
lationships but requiring more resources. SORT [2] is a
lightweight tracking algorithm using Kalman filters and the
Hungarian algorithm for object tracking. DeepSORT [29]
introduces deep learning models on the basis of SORT,
mainly to address problems such as object overlap and oc-
clusion. DeepSORT uses a convolutional neural network
for feature extraction of objects and a cosine similarity for
tracking object matching. DeepSORT can track objects
more accurately and improve object re-identification accu-
racy. To better balance tracking efficiency and accuracy, we
selected DeepSORT as the tracker.

3. Method
3.1. Overall Architecture

The framework of the Coarse-to-fine two-stage helmet
fetection method for motorcyclists proposed in this paper is
illustrated in Fig. 2. Due to the varying object sizes in traffic
monitoring videos, where objects appear smaller in the dis-
tance and larger nearby, detecting the whole image at once
will miss the targets and lower the accuracy. Therefore, we
propose to divide this task into two stages. In the first stage,
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the Coarse detector is utilized to detect the whole bound-
ing box of people and motorcycles. Subsequently, in the
second stage, we crop the bounding box and send them to
the Fine-grained detector to identify the individual com-
ponents of the object, including the motorbike, driver, and
passengers, and whether or not they were wearing a hel-
met. Finally, we propose some post-processing strategies
to filter out the false positives, including the score fusion,
tracking correction, and model fusion. The results are com-
bined based on the confidence scores from these two stages
to retain the correct targets. Additionally, we utilize object
tracking to correct false positives. And by fusing the pre-
dictions of multiple detectors, the accuracy improves. The
design of each stage will be detailed in the following sec-
tions.

3.2. Coarse Detector

In order to eliminate the interference of background, we
utilize a Coarse detector in the first stage to firstly identify
the bounding box of people and motorcycles. In view of the
higher accuracy and faster inference speed of the YOLOv8,
we adopt the YOLOv8x, which is the largest version, as our
motorcycle ROI detector.

The original AI City Challenge Track 5 dataset contains
ground truth for 9 categories, whereas our coarse detector
dataset only requires ground truth for the overall bounding
boxes of people and motorbike. Therefore, in this stage,
we regenerate the dataset by matching motorcycles with
the people riding on them to create a new large bounding
box. As shown in the Fig. 3, by observing the ground
truth of the original dataset, we find that regardless of the
direction in which the motorbike is traveling, the bottom
edge of the person’s bounding box always lies above the
bottom edge of the motorcycle’s bounding box. Based on
this constraint, we further compute the IoU (Intersection
over Union) between motorcycles and people, considering
them as the matching pairs when the IoU exceeds a specific
threshold. The results of these matching pairs are shown
in Fig. 5 (b). Then we send the regenerated dataset to the
coarse detector for training.

After detecting the required ROI regions from the entire
image, we get not only the cropped images of the whole
bounding box containing the people and the motorbikes
they ride but also the corresponding coordinates on the in-
put image.

Dt = {dt,1, dt,2, . . . , dt,n} (1)

where Dt denotes all bounding boxes detected in an image
at time t and dt,i is one of them.

dt,i =
{
xD
t,i, y

D
t,i, w

D
t,i, h

D
t,i, s

D
t,i

}
(2)

where (xD
t,i, y

D
t,i) represents the center point, (wD

t,i, h
D
t,i) de-

Figure 3. The ground truth of the original dataset. The bottom
edge of the person’s bounding box always lies above the bottom
edge of the motorcycle’s bounding box.

notes the width and height, and sDt,i is the confidence score
of the bounding box at index i in time t.

The above information is used for the Fine-grained de-
tector and post-processing.

3.3. Fine-grained Detector

Upon obtaining the overall bounding box of people and
motorbikes from the Coarse detector, we employ Co-DETR
as the Fine-grained detector to detect motorcycle, driver,
passenger, and whether or not they were wearing a helmet.
Due to the collaborative hybrid assignment training scheme
of Co-DETR, it can easily enhance the learning ability of
both the encoder and decoder.

Figure 4. The head architecture. We employ two classification
branch in the Fine-grained detector. One branch is employed for
classifying motorbike, driver or passenger, the other branch is ded-
icated to determining whether they are wearing a helmet.

In this detection task, it can be effectively divided into
two distinct tasks: distinguishing whether a motorcyclist is
a driver or a passenger, and discerning whether they are
wearing a helmet. The differences can significantly affect
network performance. Therefore, we exploit two separate
classification branch to handle these tasks, as illustrated in
Fig. 4. One branch is employed for classifying driver or pas-
senger, the other branch is dedicated to determining whether
they are wearing a helmet. Adding an extra classification
branch mainly helps to extract better feature representation
of the shared layer for similar classes distinguishing. The
total classification loss is as follows.

Lcls = Lcls1 + Lcls2 (3)
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(a) The original dataset of ground truth. (b) The Coarse detector dataset. (c) The Fine-grained detector dataset.

Figure 5. The conversion of the dataset.

where Lcls1 and Lcls2 represent the two classification
branch losses. We use Binary Cross Entropy (BCE) to su-
pervise the classification. Through the above two indepen-
dent classification branches, we can better classify similar
categories and improve network model performance.

After processing the overall bounding boxes obtained
from the Coarse detector through the Fine-grained detector,
we get the result of 9 categories:

Ct,i = {ct,i,1, ct,i,2, . . . , ct,i,m} (4)

where Ct,i denotes the detection results of cropped bound-
ing box dt,i.

ct,i,j =
{
xC
t,i,j , y

C
t,i,j , w

C
t,i,j , h

C
t,i,j , s

C
t,i,j , c

C
t,i,j

}
(5)

where (xC
t,i,j , y

C
t,i,j) represents the center point,

(wC
t,i,j , h

C
t,i,j) denotes the width and height, sCt,i,j is

the confidence score of the bounding box, and cCt,i,j is the
predicted category at index i, j in time t. Following the
complete Fine-grained detector, we get the predictions Ct

of each object in cropped images Dt.

Ct = Ct,1 ∪ Ct,2 ∪ . . . ∪ Ct,n (6)

3.4. Post-Processing

In order to filter out the false positives, we propose some
post-processing strategies, which consist of Score fusion,
Tracking correction, and Model fusion. The Score fusion
combines the results based on confidence scores to ensure
the retention of accurate targets. The Tracking correction
involves the utilization of object tracking to rectify false
positives. The Model fusion (WBF) fuses bounding boxes
generated by multiple detectors through weighted fusion to
enhance performance. Each strategy will be further elabo-
rated in the following sections.

3.4.1 Score Fusion

The results are combined based on the confidence scores
from the Coarse detector and Fine-grained detector to retain

the correct targets. Initially, we discard bounding boxes ob-
tained from the Coarse detector with scores sDt,i lower than
the threshold (set to 0.2). Subsequently, for the qualifying
predictions, we determine the final position and score of the
predictions by employing Ct and Dt, where the score st,i,j
of each prediction is as follows (λ is set to 0.5).

st,i,j = λ · sDt,i + (1− λ) · sCt,i,j (7)

This approach helps to eliminate false positives and re-
tain relatively accurate results.

3.4.2 Tracking Correction

Due to the fixed-camera surveillance videos in our
dataset, objects appear larger when closer and smaller when
father away, and occlusions are common, which will result
in variations in the predicted category of an object in cer-
tain frame. Thus, we employ object tracking for correction
to reduce the number of false positives.

Initially, we apply DeepSORT to associate predictions
from Score fusion, obtaining the motion trajectories of peo-
ple and motorcycles. Next, we calculate the frequency
of predicted categories with the same track ID across all
frames. When the frequency of a certain category c exceeds
50 % of the total detections, we consider it to be category c,
and correct it to category c across all frames.

3.4.3 Model Fusion

Different detectors perform differently on different ob-
jects. We can use model fusion to merge the results of dif-
ferent detectors to improve performance. In our approach,
we adopt WBF to fuse models. Firstly, we filter out the
bounding boxes generated by each detector, removing those
with confidence scores below a threshold. Secondly, we cal-
culate the overlap between the remaining bounding boxes.
Next, based on the confidence scores and overlap, we com-
pute the weight for each bounding box. Finally, we perform
weighted fusion on all bounding boxes according to their
weights to generate the final detection results.
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4. Experiment
4.1. Datasets

The training and testing datasets consist of 100 surveil-
lance videos. Each video is 20 seconds duration, recorded
at 10 fps. The video resolution is 1920 × 1080. This
task requires detecting motorcyclists with or without hel-
mets and each rider in a motorcycle should be sepa-
rately identified if they have a helmet or not. There
are 9 categories totally: motorbike, DHelmet, DNoHel-
met, P1Helmet, P1NoHelmet, P2Helmet, P2NoHelmet,
P0Helmet, P0NoHelmet. The evaluation metric is the mAP
of all frames in the videos.

To better adapt to our proposed two-stage motorcycle de-
tection, we convert the original AI City Challenge Track 5
dataset into two distinct datasets, each with different labels
and image dimensions.

For the Coarse detector, we merge the 9 original classes
from the dataset into a single class, covering the overall
bounding boxes of people and motorbike they ride. For
the Fine-grained detector, we crop image containing the
overall bounding boxes of people and motorbike as training
samples, while retaining the original 9 classes as labels. As
shown in Fig. 5, (a) represents the ground truth of original
dataset with 9 classes and 1920×1080 resolution; (b) is the
dataset of transforming the initial dataset into the Coarse
detector, with only 1 category of the overall bounding box
of people and motorbike; (c) shows the cropped image of
overall bounding box from (b), now with 9 classes.

4.2. Implementation Details

4.2.1 Training Phase

For the Coarse detector, we train our model at a res-
olution of 1280 using the largest version of YOLOv8
(YOLOv8x). Our model uses SGD as the optimizer with
a default weight decay of 0.0005 and momentum of 0.937.

For the Fine-grained detector, we use Co-DETR with
Swin-L backbone, which loads the pre-trained model pa-
rameters on Objects365 [22]. Learning rate is 1e-4 and
weight decay is 1e-4. Intermediate size of the feedfor-
ward layers in the transformer blocks is 2048 and num-
ber of attention heads inside the transformer’s attentions is
8. These parameters are default and we have not modified
them. Since we are working exclusively with cropped im-
ages derived from the bounding box results of the Coarse
detector, the training resolutions is resized to 640 instead of
1280.

4.2.2 Testing Phase

Details. In the testing phase, we extract each frame from
the video of the test set to ensure the quality of the image.
For the first stage, we employ the YOLOv8 model, which

has been trained for 36 epochs. The confidence threshold
is set to a low value of 0.1, which retains a large number of
bounding boxes for subsequent processing in the next stage.
And the inference resolution is 1280. For the second stage,
we apply the Co-DETR model, which has been trained for
12 epochs. The whole bounding box of people and motor-
cycles obtained from the first stage inference is cropped and
fed into this stage for inference, with a resolution of 640.

Test Time Augmentation. During the inference phase,
we use Test Time Augmentation (TTA), which is an appli-
cation of data augmentation to the test dataset, to improve
the performance of our method. We first scale the image to
1280, and then test with images of different scales, where
we downscale the scaled image to 1x, 0.83x, 0.75x, 0.67x,
and 0.5x using 5 different scales. We randomly flipped im-
ages down to 0.83x and 0.75x. Finally, we feed 5 images of
different scales to the Coarse detector, and use NMS to fuse
the test predictions.

4.3. Evaluation Metric

The evaluation metric is based on mean Average Pre-
cision (mAP) across all frames in the test videos, as de-
fined in the PASCAL VOC 2012 competition [10]. The
mAP score computes the mean of average precision (the
area under the Precision-Recall curve) across all the object
classes.Bounding boxes with a height or width of less than
40 pixels and those that overlapped with any redacted re-
gions in the frame were filtered out to avoid false penaliza-
tion [17].

4.4. Experimental Results

In this section, we evaluate 2024 AI City Challenge Task
5 on the test set and compare with other methods. Table 1
reports our experimental results. The first row shows the
result of using YOLOv8 as the Fine-grained detector, and
the second row is choosing Co-DETR as the Fine-grained
detector. We found that the performance on Co-DETR is
better than YOLOv8, so we choose Co-DETR as our Fine-
grained detector. The last row shows our final result. And
the visualization of the final result is shown in Fig. 6.

Table 2 presents the final ranking result compare with
other teams. The proposed system is submitted to the
Track5 of 2024 AI City Challenge for evaluation. In the
end, we get the 7th place with 39.4 % mAP.

Method mAP

YOLOv8 22.4
Co-DETR 31.9
Ours 39.4

Table 1. Ablation study of different detectors in the second stage.
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(a) daytime (b) haze (c) nighttime

Figure 6. The visualization of the result, including daytime, haze, and nighttime.

Rank Team ID Team Name mAP

1 99 Helios 48.60
2 76 CMSR PANDA 48.24
3 9 VNPT AI 47.92
4 155 TeleAI 46.75
5 5 SKKUAutoLab 46.44
6 228 DIDANO1 46.21
7 57 BUPT MCPRL 39.40
8 247 CHTTL IOTLAB 36.50
9 154 aio tts 35.47
10 90 Graph@FIT+Comenius 34.65

Table 2. Top 10 Leaderboard of Track5 in the 2024 AI City Chal-
lenge.

4.5. Ablation Study

In order to verify the effectiveness of the proposed
framework, we conduct ablation experiments on the test set
of 2024 AI City Challenge Task 5. As shown in Table 3, we
incrementally add modules from each layer to the baseline
to demonstrate the contribution of these modules for im-
proving model performance. The first row to the last row,
mAP gradually increases from 31.9 % to 39.4 %.

Effect of Extra Classification Branch. Adding an extra

Method mAP

baseline 31.9
+Classification branch 33.4(+1.5)
+Model fusion 39.4(+6.0)

Table 3. Ablation study of each strategy.

classification branch to the original structure, which divides
the classification into two groups, will make it easier to dis-
tinguish confusing categories. After introducing the classi-
fication branch, the mAP of the network has increased by
1.5 % compared with the original model, and the detection
performance has been greatly improved.

Effect of Multi-model Fusion. Model fusion can inte-
grate the learning capabilities of each model, so that the
final result can complement each other and improve the
generalization ability of the final model. In this challenge
we employ Weighted Boxes Fusion (WBF) to combine the
predictions of object detection models. We used multi-
ple training models, including YOLOv8x, Co-DETR, Co-
DETR with added classification branch. As shown in Table
3, the fused model has better performance on the test set.
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5. Conclusion
The traffic monitoring videos have the characteristics of

low video quality and small target in the distance, which
brings challenges to general object detection. In response
to these problems, we propose a novel Coarse-to-fine two-
stage framework to detect motorcycle helmets, which elimi-
nate background interference. In the first stage, namely the
Coarse detector, the initial bounding box of person and
motorcycles is detected. In the second stage, which is called
the Fine-grained detector, we perform more detailed de-
tection with an extra classification branch, which can distin-
guish easily confused categories. In addition, we have im-
plemented some experienced tricks to better improve per-
formance. Experimental results on the public test set of
2024 AI City Challenge Track5 demonstrate the effective-
ness of our method, which achieves score of 39.4%, ranking
7th on the leaderboard.
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