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Abstract

Tattoos have been used effectively as soft biometrics to
assist law enforcement in the identification of offenders and
victims, as they contain discriminative information, and are
a useful indicator to locate members of a criminal gang or
organisation. Due to various privacy issues in the acqui-
sition of images containing tattoos, only a limited number
of databases exists. This lack of databases has delayed the
development of new methods to effectively retrieve a poten-
tial suspect’s tattoo images from a candidate gallery. To
mitigate this issue, in our work, we use an unsupervised
generative approach to create a balanced database consist-
ing of 28,550 semi-synthetic images with tattooed subjects
from 571 tattoo categories. Further, we introduce a novel
Tattoo Template Reconstruction Network (TattTRN), which
learns to map the input tattoo sample to its respective tattoo
template to enhance the distinguishing attributes of the final
feature embedding. Experimental results with real data, i.e.
WebTattoo and BIVTatt databases, demonstrate the sound-
ness of the presented approach: an accuracy of up to 99%
is achieved for checking at most the first 20 entries of the
candidate list.1

1. Introduction

The use of tattoos as soft biometrics to assist law enforce-
ment in identifying suspects has steadily grown along with
their popularity in society. In 2015, The National Institute
of Standards and Technology (NIST) (Tatt-C) [31] reported
that one-fifth of US adults have at least one tattoo, making
the US population the third most tattooed in the world, after
Italy and Sweden. This trend was constantly expanding, as
evidenced by a survey conducted in 20212, which revealed
that 26% of Americans have at least one tattoo. In contrast

1https://github.com/ljsoler/TattTRN
2https://www.statista.com/statistics/259598/

share-of-americans-with-at-least-one-tattoo/

Table 1. Overview of available tattoo databases.

Database #Categories #Samples Public Semi-synthetic

HDA-STD [8] - 5,500 Yes ✓
WebTattoo [11] 400∗ 1,400 Yes ✗

DeMSI [14] - 890 Yes ✗

Tatt-C [31] 157† 215 No ✗
BIVTatt [33] 210 4,200 Yes ✗
PinTatt [33] 160 454 No ✗

NTU-Tattoo-V1 [45] - 10,000 Yes ✗
Ours 571 28,550 Yes ✓

* Publicly available training set.
† Number of categories reported for the identification case.

to biometric characteristics, e.g. fingerprints and faces, tat-
toos cannot be used to directly establish the identity of a
subject. However, tattoos, unlike other soft biometrics such
as gender, age or race, contain more discriminative infor-
mation to support the identification of individuals and are a
useful indicator to track members of a criminal gang or or-
ganisation [31]. Therefore, tattoo recognition represents an
area of interest for forensic investigators, which motivates
the development of automated image-based tattoo retrieval
techniques [30].

In the context of tattoo retrieval, the NIST Tatt-C and
Tatt-E challenges advanced the development of tattoo de-
tection and identification systems for real-world application
scenarios [32]. Earlier tattoo image retrieval practices were
based on keyword or metadata matching, where law en-
forcement agencies typically followed the ANSI/NIST-ITL
1-2000 standard and assigned a single keyword to each tat-
too image in the database [11]. The limitations of keyword-
based systems (e.g., limited and insufficient vocabulary to
describe different tattoo patterns and inconsistent labels) led
to the development of techniques that represented tattoos as
handcrafted descriptors capturing the texture, appearance,
or colour of the tattoos [10, 24, 26].

With the introduction and success of deep neural net-
works (DNNs) in various pattern recognition and computer
vision applications, some recent research efforts have been
devoted to tattoo localisation [41], detection [3, 41] or seg-
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Figure 1. Low-quality tattoos.

Figure 2. Examples of tattoos from WebTattoo [11] representing a
challenge for state-of-the-art solutions.

mentation [8]. Moreover, a few techniques have focused on
tattoo retrieval or identification through the representation
of tattoos as compact binary [11] or floating-point embed-
dings [6, 7, 34]. The main reasons that have slowed down
the development of new tattoo retrieval methods are, on the
one hand, the lack of large-scale tattoo databases, as shown
in Tab. 1. It should be noted that a few tattoo databases
are publicly available and that most of them were designed
for tattoo detection [45] and segmentation [8, 14] or pro-
vide a limited number of subjects [33] or samples [11]. On
the other hand, previous works often neglect challenges that
cause performance degradation, e.g. low-image quality, see
Fig. 2. Consequently, a moderate identification rate (IR)
below 65% at the rank-1 is reported in the latest published
tattoo identification pipelines.

To overcome the aforementioned challenges, we intro-
duce a large-scale semi-synthetic tattoo database based on
which a novel tattoo retrieval approach is proposed that
transforms tattooed human skin into the respective tattoo
template to improve the final tattoo description. Thereby,
the accuracy of tattoo retrieval can be significantly im-
proved. The main contributions of this scientific work are:
• A large-scale semi-synthetic tattoo database that consists

of 28,550 samples from 571 different tattoo templates
or categories. To simulate a real-life scenarios, tattooed
samples are generated and augmented in terms of scale,
colour adjustments, distortions, and opacity. For the syn-
thesis, the general requirements for generating synthetic
biometric data are considered [28].

• A tattoo retrieval solution that transforms tattooed human
skin into the corresponding tattoo template. The recon-
struction function optimised together with a well-known
identity loss function alleviates the above issues encoun-
tered in real images and, thus, improves the identification
performance of state-of-the-art algorithms.

• A comprehensive evaluation of the proposed system on
real images according to the metrics defined in the in-
ternational standard ISO/IEC 19795-1 [19] for biometric
testing and reporting. Experimental results conducted on
WebTattoo [11] and BIVTatt [33] show a convincing per-
formance improvement of the proposed system over the
baselines.

The remainder of this paper is organised as follows: a
brief review of existing tattoo retrieval systems is provided
in Sect. 2. In Sect. 3, the fundamentals of the proposed
approach are presented, along with a description of the
tattoo generation. The experimental setup is explained in
Sect. 4 and results as well as derived findings are discussed
in Sect 5. Finally, conclusions and future work directions
are presented in Sect. 6.

2. Related Work
Among the various soft biometric traits, tattoos have re-
ceived considerable attention by forensic investigators in
recent years, due to their prevalence among the criminal
sector of the population and their prominence in visual at-
tention. For more than 5,000 years, humans have marked
their bodies with tattoos to express personal beliefs or to
associate themselves with a group. The oldest evidence of
tattooing was found on the body of Ötzi, the Iceman. Ötzi,
Europe’s most famous mummy, was discovered by German
hikers in the Alps in 1991. The next oldest evidence of tat-
tooing comes from mummies believed to have died between
3351 and 3017 BC in Ancient Egypt3. In forensics, tattoos
have also proved useful in helping to identify victims of ter-
rorist attacks such as 9/11 and natural disasters such as the
2004 Indian Ocean tsunami [20].

To assist in the identification of subjects, early tattoo re-
trieval systems relied on keyword or metadata matching.
For this purpose, law enforcement agencies usually fol-
lowed the ANSI/NIST-ITL 1-2000 standard and assigned
a single keyword to each tattoo image in the database [29].
Since these solutions had obvious drawbacks, for example,
i) a limited vocabulary to describe numerous tattoo patterns,
ii) several keywords could be used to adequately describe a
tattoo, and iii) inconsistency in the labelling of tattoos, the
next set of retrieval approaches focused on the use of hand-
crafted descriptors to represent the colour, texture, shape,
and appearance of tattoos [10, 24, 26]. A comprehensive
review of these methods up to 2019 can be found in [11].

In this work, we restrict to briefly summarising deep
learning-based tattoo retrieval solutions due to their re-
ported success and outstanding performance in various pat-
tern recognition and computer vision tasks [21]. In 2019,
Han et al. [11] introduced a system that was able to learn
tattoo detection and compact tattoo representation jointly in
a single DNN by multitask learning. Following this idea,
Zhang et al. [47] proposed a DNN-based framework for
joint tattoo detection and re-identification of individuals.
Their reported IRs improved in the WebTattoo database [11]
in case the detection module was activated. Nicolás-Dı́az
et al. [33] evaluated publicly available DNN models, pre-

3https : / / www . nationalgeographic . com / history /
article / tattoos - mummies - ancient - cultures -
symbols-meaning
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Figure 3. Conceptual overview of the proposed system: the template transformed from the input image helps to mitigate challenges related
to the capturing process. The final feature embedding representing the salient properties of the input tattoo is the concatenation of the two
computed feature embeddings and can be used to retrieve similar tattoo samples in a database.

trained with large generic image databases, for tattoo iden-
tification and showed that these DNNs can achieve high IRs
without even fine-tuning them for the target task of tattoo
retrieval. The same authors also made the BIVTatt database
publicly available in [33]. In addition, Nicolás-Dı́az et
al. [34] presented an attention pooling mechanism to adapt
intermediate convolutional layers of pre-trained DNNs for
the tattoo identification task.

The aforementioned tattoo retrieval systems are based
on deep learning techniques, which require a considerable
amount of training data to achieve good performance. In
Tab. 1, we summarise the main features of the databases
used for such purposes. Note that, on the one hand, that
Tatt-C and PinTatt are not available to the research com-
munity. On the other hand, the existing databases only
consist of a few tattoo categories or samples which do not
cover most real-life scenarios. This could make algorithms
trained on those databases prone to overfitting.

Image synthesis has recently emerged as a reliable so-
lution to both privacy concerns and the lack of training
data [21]. To our knowledge, few studies have addressed
the (semi-)synthetic generation of tattoo images for retrieval
purposes. Existing methods to create face images with
tattoos [18], are mainly designed for the visualisation of
tattoos in controlled skin images [2], or tattoo segmenta-
tion [8].

3. Tattoo Template Reconstruction Network

To mitigate the aforementioned problems, we introduce our
Tattoo Template Reconstruction Network (TattTRN), which
learns to map the input tattoo sample to its respective tat-
too template. This tattoo template mapping is then used

to enhance the distinctive attributes of the final feature em-
bedding. Fig. 3 shows the conceptual overview of the pro-
posed TattTRN. In our work, we hypothesise that a clean
tattoo template may contain meaningful information to as-
sist both an supervised learning approach and forensic in-
vestigators in making decisions. In the case of low-quality
images, such as those shown in Fig. 2, where the tattoo is
almost imperceptible to the human eye, the proposed con-
cept could reconstruct the corresponding template and, thus,
help forensic investigators. In addition to the above bene-
fits, the transformation of an input tattoo image into a clean
template would also provide subject identity suppression, as
the reconstructed template is not expected not contain traces
of skin colour or other sensible information.

The following subsections describe the different compo-
nents of our proposed TattTRN (Sect. 3.1), as well as the
definition and synthesis of the tattoo database (Sect. 3.2)
involved in training the approach.

3.1. Main Components

The proposed approach consists of three main components
(see Fig. 3): synthetic tattoo generation (STG), image-to-
template translation (ITT) and feature space representation
(FSR), which can be used for tattoo retrieval. STG allows
the offline/online generation of tattooed samples, which can
be directly represented as a feature embedding or trans-
lated into the predefined tattoo template. Whereas a direct
representation of the sample (light blue trapezoid in FSR)
aims at capturing intrinsic properties of the input image
(I ∈ Rn×n), the ITT module focuses on the construction
of the respective clean tattoo template (RT ), which is, in
turn, represented as a feature embedding (light red trapezoid
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in FSR). Both feature embeddings contain prominent char-
acteristics of the input image and complement each other
to enrich the final representation of the tattoos. For tattoo
retrieval (a use case represented by the yellow box on the
right in Fig. 3), we use the concatenation of both embed-
dings to form a feature vector of size 2 · K. To translate
the input image into a clean tattoo template in the ITT com-
ponent, we use, as a proof-of-concept, the Unet [40] net-
work based on the ResNet34 encoder [12] and built a cyclic
translation, as done in CycleGAN [48]. Thus, the quality
of the template reconstruction is improved. Note that other
encoder-decoder architectures proposed for image-to-image
translation, such as Diffusion Models [25], could be em-
ployed, and thus improve the reconstruction results yielded
by Unet. To optimise the cyclic Unet, two binary cross-
entropy (BCE) loss functions are computed and combined
as follows:

LT −rec =−ET [log RT ]

=− [T · log RT + (1− T ) · log(1−RT )],
(1)

LI−rec =−EI [log RI ]

=− [T · log RI + (1− T ) · log(1−RI)], (2)

Lrec = LT −rec + LI−rec (3)

where I is the semi-synthetic generated image using the tat-
too template T in STG and RI is the reconstructed image
from the translated tattoo template RT in ITT. BCE mea-
sures the difference between two probability distributions,
i.e., (T , RT ) and (I, RI) in this case and shows advantages
in terms of convergence for image reconstruction over other
loss functions such as the Minimum Squared Error (MSE).

On top of the encoder-decoder network, a backbone
network computes the embedding representation (light red
trapezoid in FSR, Fig. 3) of the reconstructed template RT .
In our work, both backbones (light blue and red trapezoids
of FSR) are based on the same architecture and compute a
feature embedding of size K each. However, they do not
share weights, as they process different representations of
the input tattoo. Whereas the upper backbone (light blue
trapezoid) of FSR is fed by the semi-synthetic raw tattoo
image generated by the STG component, the lower back-
bone (light red trapezoid) computes the feature embedding
of the clean tattoo template.

Together with Lrec we select the ArcFace loss [5] to op-
timise the backbones separately. Angular margin penalty-
based softmax loss was initially proposed to optimise face
recognition systems [1, 5]. It aims to extend the softmax de-
cision boundary to improve intra- and inter-class variation
by applying an angular penalty margin on the angle between

feature embeddings and their respective weights. The Arc-
Face loss has reported high performance in the main bench-
marks and is defined as follows [5]:

LArc = − 1

N

∑
i∈N

log
es·cos(θyi+m)

es·cos(θyi+m) +

C∑
j=1,j ̸=yi

es·cos θj

,

(4)
where N and C represent the training batch size and the
number of classes (i.e., tattoo categories in our article), re-
spectively, yi ∈ {1, C} ∈ N is the tattoo category of the ith

sample and θyi
is the angle between the tattoo feature em-

bedding xi and the respective weight wyi
. Note that linear

function xi·wyi
4 can be represented as ||xi||·||wyi

||·cos θyi
.

In our work, both xi and wyi are normalised and hence
||xi|| = 1 and ||wyi || = 1, resulting only in the softmax
optimisation of cos θyi

along with the angular margin m
i.e., cos(θyi

+m). s is the scale factor according to [44].
Finally, the loss combining both objective functions (i.e.,

Eq. 3 and Eq. 4) to optimise our proposed TattTRN ap-
proach is defined as:

L =
LI−Arc + LT −Arc + λ · Lrec

3
, (5)

where the hyperparameter λ was empirically set to 4 and
aims to keep the independently produced losses from both
objective functions in equilibrium. LI−Arc and LT −Arc

represent the ArcFace losses for the backbones optimised
over I and RT , respectively.

3.2. Tattoo Generation

Synthetic image generation has mainly focused on facial
characteristics. In terms of market, face recognition has
maintained a stable growth and its use has spread to many
application contexts, such as financial transactions, border
control and video surveillance. To synthesise high-quality
facial images, several approaches based on GAN or diffu-
sion models, such as the StyleGAN family [22, 23] and la-
tent diffusion models [39], have been proposed in recent
years. In comparison to the face, tattoo synthesis has re-
ceived little attention. Recently, Andrej Karpathy demon-
strated the robustness of diffusion models for generating re-
alistic tattooed human images5. Ibsen et al. [17] proposed
a tattoo generator to blend predefined tattoo templates with
real faces and evaluated the performance impact of facial
recognition systems on tattooed faces. Following this idea,
Gonzalez-Soler et al. [8, 9] extended the previous pipeline
to mix the predefined tattoo templates with any area of hu-
man skin and demonstrated its utility for the segmentation

4The bias parameter of the fully connected layer representing the fea-
ture embedding is set to 0

5https://www.youtube.com/watch?v=sM9bozW295Q
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(a) (b) (c)

Figure 4. Examples of tattoos generated on chest and back images
with their respective segmentation maps (4b) using base images
and random tattoo templates (4a). Cropped tattoo images used in
the network training (4c).

of real tattoos. In this article, we reuse the ideas shown
in [8, 9] to generate 28,550 images of 571 different tat-
too templates, i.e., 50 images per template. The NTU-
Back [36, 37] and NTU-Chest [35, 37] databases, consisting
of 647 and 434 images respectively, are used as base images
of human skin to blend with the tattoos. Randomly 25:25
images from both databases are used as base images to syn-
thesise the 50 images per tattoo template. Fig. 4 shows ex-
amples of tattooed human skins. To simulate real images,
the tattoo is made more realistic by adjusting the colour, and
Gaussian blur, and reducing the opacity. Since the segmen-
tation map is available, the final tattooed samples are then
cropped to train the TattTRN system.

4. Experimental Setup
The experimental evaluation goals are manifold: i) study
the utility of the proposed semi-synthetic database for train-
ing a tattoo retrieval system capable of retrieving real tattoo
samples, ii) establish a benchmark of the proposed Tatt-
TRN systems with baseline approaches, and iii) evaluate
the capability of the TTE subsystem to enhance low-quality
images. In all experiments, we follow a cross-database pro-
tocol where the proposed semi-synthetic database is used
to train the systems and the real ones for evaluating perfor-
mance. The test set is randomly divided into five subsets of
biometric enrolment and identification transactions follow-
ing a closed-set scenario, i.e., searched identities are always
in the enrolment database. Therefore, the mean identifica-
tion rates alongside the standard deviation are presented as
Cumulative Matching Characteristic (CMC) curves. For-
mally, CMC is a graphical presentation of the results of
mated searches in a closed-set identification test, which
plots the true positive identification rate (IR) as a function
of a rank value [19]. The identification performance of the
systems is also evaluated for an open set scenario in terms of
False Negative Identification Rates (FNIR) and False Pos-
itive Identification Rates (FPIR), and their values are pre-
sented as DET curves[19].

(a) WebTattoo

(b) BIVTatt

Figure 5. Examples of the database used to evaluate the proposed
TattTRN system.

4.1. Databases

To evaluate the utility of both the semi-synthetic database
and the proposed system, we selected the two publicly avail-
able databases in Tab. 1 that provide tattoo category labels
i.e., WebTattoo [11] and BIVTatt [33].

According to [11], WebTattoo comprises around 300K
samples of 600 different tattoo categories which were ex-
tracted from the internet. For training, the authors randomly
selected about 1,400 tattoo images from 400 tattoo classes
and the remaining tattoo images from 200 tattoo classes
were used for testing. In our experiments, we only used the
training set that was made available to the research commu-
nity.

BIVTatt [33] contains 210 original tattoo images and
4,200 images generated after applying 20 different types
of transformations to the original images. Along with the
images, the authors provided the bounding box information
for each tattoo. Given the coordinate problems associated
with the bounding boxes, only correctly cropped samples
were selected, resulting in 3,103 samples from 159 tattoo
categories. Fig. 5 shows examples of tattoo images in the
WebTattoo [11] and BIVTatt [33] databases.

4.2. Implementation Details

Both the proposed TattTRN systems and baselines were im-
plemented in PyTorch [38] and trained utilising a Nvidia
A100 Tensor Core GPU with 40 GB of GPU Memory over
the generated 28,550 semi-synthetic images. The image
size was set to 224 × 224. To further cover the feature
space of real tattoo images, the brightness, contrast, sat-
uration, and hue of the training images are randomly ad-
justed. In addition, the networks were initialised with their
pre-trained weights on ImageNet [4] and trained for 100
epochs using the Adam optimiser with a learning rate of
1e−5 and weight decay of 0.95. A batch size of 64 im-
ages is also set for training. As backbones, the large ver-
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Table 2. Closed-set identification performance of the proposed TattTRN approach for different backbones in terms of Rank-1 (%) on real
images in WebTattoo [11] and BiVTatt [33]. The best result per backbone and database is highlighted in bold.

Database WebTattoo BIVTatt
m 0.1 0.5 0.9 0.1 0.5 0.9

Backbone/K 128 256 512 128 256 512 128 256 512 128 256 512 128 256 512 128 256 512

MobileNetv3 70.98 73.27 76.17 73.27 75.58 76.51 66.39 71.89 63.73 94.40 93.58 94.40 94.21 94.40 94.65 91.95 92.33 89.25
ResNet101 70.47 73.84 78.13 74.25 76.63 78.45 60.52 63.17 63.46 93.46 94.09 94.59 93.65 94.78 94.47 88.43 88.62 87.92

DenseNet121 73.59 78.67 76.78 74.64 77.27 78.13 75.01 77.03 76.03 93.14 95.16 93.96 93.33 94.28 94.72 94.72 94.53 95.22
EfficientNetv2 79.43 78.92 80.44 79.19 79.61 79.63 71.99 59.12 62.04 94.47 95.41 96.29 95.41 96.54 96.16 93.08 82.58 86.73

Swin 77.76 78.80 81.60 77.84 78.82 80.57 69.26 66.51 69.88 95.35 94.47 96.54 93.96 94.47 95.91 89.37 85.91 85.41

Avg. 74.45 76.70 78.62 75.84 77.58 78.66 68.63 67.54 67.03 94.16 94.54 95.16 94.11 94.89 95.18 91.51 88.79 88.91

sion of MobileNetv3 [13], 101-layer ResNet [12], 121-layer
DenseNet [16], and the small version of EfficientNetv2 [42]
and SwinTransformer (Swin) [27] are used. These net-
works offer coverage of the main approaches proposed in
the last decade e.g., attention mechanisms [15] and vision
transformers [43]. Note that other architectures developed
specifically for tattoo retrieval e.g., the joint detection and
compact representation scheme [11] or the weighted aver-
age pooling-based approach [34]6, can also be applied.

5. Results and Discussion
The result’s discussion relies on the above three goals: the
closed-set identification performance of the proposed Tatt-
TRN approach (Sect. 5.1), as well as the respective open-
set identification results 5.2 are reported. Sect. 5.3 shows
a comparison of TattTRN with the baselines. To evaluate
the utility of TattTRN, the benchmark is established against
the direct embedding representation of the semi-synthetic
tattoo images generated by the STG component. Finally,
some examples of translating real images into templates are
presented in Sect. 5.4.

5.1. Closed-set Evaluation

Since the use of ArcFace loss depends on the optimisation
of the angular margin parameter (i.e., m), we report the
mean closed-set identification performance of TattTRN for
three values of m = {0.1, 0.5, 0.9} and three embedding
sizes K = {128, 256, 512} in Tab. 2. K values greater than
512 would result in a final feature vector of 2 ·K > 1024,
leading to an efficiency deterioration of the system.

Note that the generated semi-synthetic tattoo images re-
flect the main properties of the real tattooed samples and
their use allows our TattTRN approach to achieve high
performance for the evaluated real databases. TattTRN is
able to register an average IR of at most 81.60% at rank-
1 for the challenging WebTattoo dataset and 96.54% at the
same rank value for BIVTatt. Compared to the results re-
ported in their respective articles, TattTRN reports a per-
formance improvement of approximately 18% for Web-

6The implementation of both approaches has not been made publicly
available.

(a) WebTattoo

(b) BIVTatt

Figure 6. CMC curves for different backbones combined with
TattTRN.

Tattoo (i.e., IR ≈ 64%) [11] and 25% for BIVTatt (i.e.,
IR = 70.91%) [33]. It is worth mentioning that the bench-
marking systems referred to in the articles of both databases
were fully trained on real tattoo samples following an inter-
nal database protocol, in contrast to TattTRN, representing
the most salient properties of the semi-synthetic images in
the training to identify real specimens. In terms of param-
eter optimisation, we observe that most backbones achieve
on average the best performance for K = 512 and m = 0.5 or
m = 0.1, with the combination of TattTRN with Swin [27]
being the best performing approach for WebTattoo (i.e.,
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(a) WebTattoo (b) BIVTatt

Figure 7. DET curves for different backbones combined with Tatt-
TRN.

IR = 81.60%) and BIVTatt (i.e., IR = 96.54%) in rank-1.
Since in forensic investigations not only the first posi-

tions in the candidate lists are important, we also show the
CMC curves for the different backbones combined with the
TattTRN approach proposed in Fig. 6 using the best param-
eter configurations (i.e., bold values in Tab. 2). Note that
TattTRN combined with Swin achieves only the best IR in
rank-1 for both databases. For rank values above 15, we can
see that the EfficientNetv2 backbone yields an average IR of
about 95% for WebTattoo and above 99% for BIVTatt. This
implies that forensic investigators can detect a perpetrator
based on tattoos with an accuracy of up to 99% by checking
the first 20 entries of the candidate list.

5.2. Open-set Evaluation

We report the TattTRN performance in Fig. 7 for the sce-
nario where the tattoo template or category is probably not
included in the enrolment set (i.e., open-set scenario). Note
that TattTRN combined with different backbones yields
similar equal error rates (EER) for WebTattoo. However,
in line with the closed-set results shown in Sect. 5.1, Effi-
cientNetv2 achieves the best identification performance for
high-security thresholds for both databases. In particular,
this backbone achieves an FNIR of more than 70% for Web-
Tattoo and an FNIR of approximately 30% for BIVTatt for
an FPIR = 0.1%. The latter result implies that, at most, 30
out of 100 mated transactions are not included in the candi-
date list if the system accepts only 1 out of 1000 non-mated
transactions in the candidate list.

5.3. Benchmark of TattTRN

We evaluate the benefits of the translation module (i.e. ITT)
for TattTRN. For this purpose, the entire TattTRN archi-
tecture is compared with the submodule comprised of only
the raw embedding representation of the generated semi-
synthetic tattoo image (i.e. light blue trapezoid in Fig. 3).
Fig. 8 shows the benchmark of the whole TattTRN against
the raw embedding computed by EfficientNetv2 [42]. Note

Figure 8. Benchmark of TattTRN against the respective best-
performing backbone.

that the TattTRN benefits from the ITT component, result-
ing in a performance improvement for EfficientNetv2 on
both databases. Specifically, for the challenging WebTattoo
dataset, TattTRN outperforms EfficientNetv2 for all rank
values and achieves an IR approximate of 95% in rank-20
i.e., the perpetrator can be identified with an accuracy of up
to 95% by checking at most the first 20 entries of the can-
didate list. Despite the advantages of the ITT component,
there are still several images in WebTattoo whose quality
should be further improved (see Sect. 5.4). It should be
mentioned that extreme sharpening or blurring transforma-
tions to decrease image quality, as well as approaches that
cut out part of the image (e.g., CutMix [46]), were not taken
into account in the training. The use of these operations
could also increase the reconstruction performance of IIT,
and hence of TattTRN.

5.4. Tattoo Retrieval Examples

Finally, in Fig. 9 we show some examples of candidate lists
retrieved by TattTRN from searched images and the respec-
tive translated templates. Note that TattTRN is able to cor-
rectly build the template from those images that were suc-
cessfully retrieved in the first positions of the candidate list
(i.e., images in Fig. 9a). The ITT component is therefore ca-
pable of encoding challenging patterns, such as the woman
and the rose in the last two rows of Fig. 9a. It should be no-
ticed that the remaining retrieved images, ranked from 2 to
4 in rows 2 and 3 of Fig. 9a, do not belong to the consulted
tattoo category: TattTRN reports a similarity below 0.35.

Fig. 9b, on the other hand, shows some images for which
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Query
Reconstructed 

Template Rank-1 = 0.89 Rank-2 = 0.89 Rank-3 = 0.89 Rank-4 = 0.40

Rank-1 = 0.65 Rank-2 = 0.34 Rank-3 = 0.34 Rank-4 = 0.31

Rank-1 = 0.75 Rank-2 = 0.31 Rank-3 = 0.31 Rank-4 = 0.30

Rank-1 = 0.72 Rank-2 = 0.65 Rank-3 = 0.37 Rank-4 = 0.32

(a) Good reconstructed templates.

Rank-1 = 0.42 Rank-2 = 0.40 Rank-3 = 0.37 Rank-4 = 0.40Query
Reconstructed 

Template

Rank-1 = 0.35 Rank-2 = 0.35 Rank-3 = 0.33 Rank-4 = 0.32

Rank-1 = 0.37 Rank-2 = 0.35 Rank-3 = 0.34 Rank-4 = 0.33

Rank-1 = 0.25 Rank-2 = 0.21 Rank-3 = 0.21 Rank-4 = 0.20

(b) Bad reconstructed templates.

Figure 9. Example of correctly and wrongly retrieved tattooed samples from WebTattoo [11] for rank values between 1 and 4. The cosine
similarity values are given for each case.

TattTRN could not correctly construct their clean tattoo
template, resulting in lower similarity values for the first
positions in the candidate list. Note that they either have
extremely low image quality (e.g., images of rows 1 and
3), which might even be difficult for human analysis, or
they contain overlapping tattoos (e.g., image of the second
row). In the latter case, artistic characters are displayed
in the background and an in-process panther in the fore-
ground: TattTRN was able to partially construct its clean
tattoo template. The overlapping of tattoos resulted in Tatt-
TRN regaining first place in the ranking for a tattoo con-
taining Latin characters and third place for the correspond-
ing correct tattoo category (black panther). Notice that all
the tattoos retrieved in Fig. 9b have a similarity of less than
0.42 with respect to the queried tattoo samples. This im-
plies, in line with the results in Fig. 7a, that the input image
would be a false negative depending on the system thresh-
old (typically 0.5) and therefore all items in the candidate
list would be rejected by the system, even if there are items
of the same category as the input image at the former posi-
tions in the candidate list (e.g., the black panther). A poten-
tial solution to improve the results of TattTRN on the above
images would be based on the use of a prompt-guided ap-
proach that also encodes the semantic meaning of the tattoo
and the overlap between tattoos, or the combination with
a super-resolution method that further improves the image
quality of the input tattoos.

6. Conclusions

This work proposes a semi-synthetic tattoo database in con-
junction with a tattoo retrieval approach called TattTRN,

which exploits the transformation of the input image into
a clean tattoo template to enrich the final feature embed-
ding and thus improve the retrieval performance of difficult
images in two freely available databases: WebTattoo and
BIVTatt. The experimental evaluation of TattTRN showed
that the proposed balanced database, consisting of 28,550
images from 571 tattoo categories, gathers the main prop-
erties of the real images, resulting in an IR of up to 99%
in the top 20 positions of the candidate list. Experimen-
tal results also reported high performance when TattTRN is
combined with EfficientNetv2, yielding an IR of approxi-
mately 81% for WebTattoo in rank-1. Compared to the re-
sults reported for this database in its corresponding article,
TattTRN improves identification performance by 18 % (i.e.,
81.60% vs. 64%). Despite the results obtained by the Tatt-
TRN, it still fails to encode extremely low-quality images or
images containing overlapping tattoos. In future work, we
will combine TattTRN with a new prompt-based component
that includes the semantic meaning of tattoos and evaluate
the effect of different skin tones on tattoo segmentation and
retrieval.
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