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Abstract

Continual learning models for stationary data focus on
learning and retaining concepts coming to them in a se-
quential manner. In the most generic class-incremental en-
vironment, we have to be ready to deal with classes com-
ing one by one, without any higher-level grouping. This
requirement invalidates many previously proposed methods
and forces researchers to look for more flexible alternative
approaches. In this work, we follow the idea of centroid-
driven methods and propose end-to-end incorporation of
the mixture of Gaussians model into the continual learning
[framework. By employing the gradient-based approach and
designing losses capable of learning discriminative features
while avoiding degenerate solutions, we successfully com-
bine the mixture model with a deep feature extractor al-
lowing for joint optimization and adjustments in the latent
space. Additionally, we show that our model can effectively
learn in memory-free scenarios with fixed extractors. In the
conducted experiments, we empirically demonstrate the ef-
fectiveness of the proposed solutions and exhibit the com-
petitiveness of our model when compared with state-of-the-
art continual learning baselines evaluated in the context of
image classification problems.

1. Introduction

While the initial research done in the domain of con-
tinual learning from stationary data was, in large part,
oriented towards task-incremental solutions, more recent
works attempt to address generalized cases consisting of
purely class-incremental and data-incremental (also known
as domain-incremental) settings [31, 39]. These scenarios
are usually more universal but also more challenging and
restrictive mainly due to the lack of task or even class labels.
Such settings make many of the previously proposed solu-
tions practically useless, for example, the methods based on
memory-free regularization [24], which are not capable of
discriminating between older and new classes, even if they
address the catastrophic forgetting problem [30, 39]. Al-
though the most standard experience replay methods can
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be effectively applied in the class-incremental scenarios
[5, 42], there has been also a search for alternative ap-
proaches that could provide natural capabilities required for
such cases. A significant group of methods can be identified
based on their reliance on centroids (or prototypes) com-
bined with the nearest-centroid classification methods [27].
Since centroids can be independently added to the classifier,
they are examples of methods that can be very smoothly in-
corporated into class-incremental scenarios, offering almost
no interference in the latent space.

In this work, we explore an advanced version of these
alternatives by proposing integration of the gradient-based
Gaussian mixture model with a class-incremental deep con-
tinual learning framework, called MIX. In fact, it requires
us to tackle three major problems at the same time: (i)
gradient-based mixture training, (ii) combining it with a
trainable deep feature extractor and, finally, (iii) making it
suitable for class-incremental scenarios. To achieve these
goals, we introduce a set of dedicated losses, configurations
and methods, providing a probabilistic classifier on top of
a feature extractor and within a model capable of learning
end-to-end. This opens many potential research directions
that could exploit the well-modeled statistical properties of
Gaussians. In addition to that, we show that our class-
incremental mixture model, analogously to the centroid-
driven algorithms, is characterized by some inherent prop-
erties useful in continual learning scenarios. They allow it
for much better separation of concepts at the level of the
classification module, leading to significant improvements
in memory-free scenarios when pre-trained extractors are
used. Through an extensive empirical study, we analyze
different configurations of our method, provide the reader
with some intuition about its parameters and show its com-
petitiveness in the context of other continual learning algo-
rithms.

2. Related works

Continual learning: In continual learning, our focus
should be on effective incorporation of the arriving data
and retention of the acquired knowledge [20]. The main
problem that learning algorithms will encounter here is

A097



catastrophic forgetting [10, 33]. The most straightforward
approaches involve replaying instances of previously seen
tasks or classes while learning new ones [4, 12, 37, 42].
Instead of putting instance-level constraints on the learning
directions, we can apply direct adjustments to the loss using
dedicated regularization terms. The most commonly used
approach involves utilizing the knowledge-distillation loss
[14] combined with standard cross-entropy [7, 16, 25] or
maintaining importance weights to distinguish parameters
that are crucial for the retention [2, 21, 42]. These methods
generally cannot be used in more realistic class-incremental
or data-incremental scenarios (if they do not use memory
buffers), since they cannot learn how to discriminate new in-
stances from the older ones [17, 30, 39]. Other approaches
may employ masking to isolate parameters per task to keep
them static when learning new ones [18, 28, 29], use dy-
namic structures to expand the network for new concepts
[41, 45, 46], utilize ensemble techniques [1, 36, 44] or meta-
learning and hypernetworks [9, 19, 43]. Finally, interesting
alternative approaches focus on hybridizing the neural net-
works with different machine learning methods, e.g. deci-
sion trees [23] or centroid-driven algorithms [27, 35, 47].
The latter group of methods has been found especially use-
ful in one-class-incremental scenarios, since, as mentioned
in the introduction, centroids can be stored independently
per class, allowing for natural class-incremental learning
without additional interference at the level of a classifier.
In this work, we follow these approaches and replace basic
centroids learned separately from the feature extractor with
more complex end-to-end mixture models.

Mixture optimization: Various techniques can be ap-
plied for the task of fitting the mixture model to given
data. The most standard approach utilizes the EM algo-
rithm, which can be realized in both offline and online set-
tings [2, 32]. While EM provides a stable framework for
learning the mixtures —in terms of mathematical constraints
and convergence — it is critically limited when it comes
to working with high-dimensional data and feasible mem-
ory consumption [11]. On top of that, this algorithm is
intrinsically incapable of being fully integrated with neu-
ral networks, preventing it from achieving joint end-to-end
deep learning and benefiting from dedicated features. An
alternative approach involves gradient-based optimization
[11]. This method has been proved to be able to provide
more scalable and flexible algorithms capable of working
in challenging scenarios with high-dimensional data and in
online settings. Most importantly, the gradient-based ap-
proach naturally enables combining the model as a classi-
fier with a trainable deep feature extractor [40], allowing
for extending the optimization process with the input space
adjustments. Methods utilizing such a compound learning
process showed much evidence of its usability in offline and

unsupervised scenarios, while at the same time encouraging
researchers to develop further extensions and improvements
[11, 34]. Given all of the characteristics, we decided to use
this approach in our scenario of continual learning.

3. Mixture of Gaussians for Class-Incremental
Learning

Formally, the general goal of our work is to incrementally
learn a classification model defined as ¢(*) X —» C
that can effectively incorporate subsequent class batches
(XM e =1),(XP,¢ = 2),.... (X, ¢ = t)), where
X () contains instances  only for a given class c. After t
classes the model ¢(*) should aim at minimizing the loss for
the current class ¢ = ¢ and all previously observed ones:

L N.
£® =33 L"), (1)

e=1n=1

where 27 € X(© and £(9) can be any supervised loss.

Additionally, since we are interested in deep learning,
we define the whole trainable model as a tuple o) =
(F® G consisting of a feature extractor ) and a clas-
sifier G(Y) jointly aggregating knowledge from ¢ classes.
The model makes prediction by classifying the features
provided from the extractor ¢\ (x) = GO (F(z)) =
G (&). In this work, we aim at employing the mixture
of Gaussians as a jointly trained incremental classifier. Al-
though the model learns from dedicated features &, in the
next section, we use x for the sake of simplicity of nota-
tion.

3.1. Generic supervised mixture model

Formally, in a standard unsupervised setting the density for
a given point x can be expressed using a multivariate normal
distribution defined as:

1
NEOESN

1
x eap(—5(x — ) B (x — i), ()

N(x|pr, Zp) =

where ¢ and ¥ are its mean and covariance, and D is the
size of the input (number of dimensions). The Gaussian
mixture models (GMM) have been designed to approximate
more complex multivariate densities by decomposing them
into K components:

K
p(x) = > weN (x|pe, By), 3)

k=1
where each of them is defined using a single Gaussian de-
fined above and wy. are their weights. The combined model,
equipped with more degrees of freedom, should be capable
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of providing more accurate expressions of the overall ob-
served distributions than a simpler approach utilizing only
a single component. In such a framework, the fitting of the
mixture to given data X is based on minimizing the loss
defined using the log-likelihood function:

L= —logp(X|w,p,X)

N

N K

—— Y log > wpN (x|, i), @)
n=1 k=1

where we adjust the free parameters of the model — means

1L, covariance matrices 2 and weights w. To adapt the given

framework to supervised scenarios we can simply specify a

separate mixture model for each class ¢:

K
p(xle) = > WO N (x|, 517, (5)

k=1

and focus on minimizing the aforementioned loss also per
class £(9):

o C
£= YL~ —log 3 p(X O, 4, 9), (6)

e=1 e=1

where X () are N.. class-specific observations.

In continual learning we should aim at minimizing the
interference of current updates with previously created
models to alleviate the detrimental effect of catastrophic
forgetting. Therefore, it is worth mentioning here that
GMMs create such an opportunity by allowing for maxi-
mizing the log-likelihood only for a currently learned class
through L) 1t provides a perfect separation at the level of
the classification model.

3.2. Mixture optimization for class-incremental
deep learning

In order to apply gradient-based learning to GMM in class-
incremental deep learning scenarios, we have to address
several different issues. Some of them are common for all
GMM models using gradient-based learning, while others
are specific for the class-incremental deep learning settings.
In general, we say that our goal is to optimize the class-
incremental joint model ¢ = (F) G}, defined at the
beginning of Sec. 3, using some supervised loss £. Since
we set GO = A where N is a whole GMM model,
we have ¢ (z) = N (F® (x)). The trainable parame-
ters are weights 9L /OW and biases 9L /0b for the extrac-
tor, and means 9L /Jp, covariance matrices JL/9% and
component weights 9L /0w for the classifier. All of the sub-
sequent paragraphs focus on designing optimization in the
classifier (mixture) space, as it was introduced in Sec. 3.1.

3.2.1 Loss design

Max-component: It has been shown that optimizing the
full loss £(¢) given in Eq. 4 may lead to some numeri-
cal instabilities, especially for high-dimensional data [11].
To address this issue a max-component approximation can
be used. This approach is very straightforward. Since all
p(x|e, k) in Eq. 5 are positive, any component provides
a lower bound for the whole sum used in £(°). Tf for ev-
ery point @, we find a component providing the highest
log-likelihood and sum all of them, we will get the largest
(max-component) lower bound [11]:

N
. 1 - [ e [ [
L£O = A E max l()g(wi ]N(X-ﬂ')lui ), ZL M. (D
“n=1

Since we can state that £ > £(9), we are able to mini-
mize £(°) by focusing only on £ Ttis also worth men-
tioning that just like the general formula given in Eq. 6 may
climinate the interference with previously learned classes,
the max-component approximation can limit the same is-
sue at the level of class components, for example, in data-
incremental scenarios [39], making this approach a natural
candidate for continual learning settings.

Inter-contrastive loss: All of the introduced losses are
limited to scenarios ecither without a feature extractor or
with a fixed pre-trained one. Unfortunately, if we operate in
a setting where we can modify the input space of the mix-
ture model and we utilize any of the aforementioned metrics
relying entirely on maximizing log-likelihood, we will in-
evitably end up with a local minimum that for a joint model
¢V exists for Va(G) (z) = 0). This issue can be solved
by incorporating an inter-contrastive loss that will distance
representations for different classes. We define the loss as:

N
££-e) = max Z max log(wLJ)N(x_E:') |,u,f] , Egj))),
=1

Ne i#e =
(8)

which boils down to finding the closest component in other
classes, and then optimizing against the class that on aver-
age is the closest to the one currently being considered. We
keep the log-likelihood to ensure a similar numerical space
of loss values as the one for the positive part given in Eq.
7. However, now one should notice that minimizing such a
loss may very easily destabilize learning since optimization
will gravitate towards CE:] —» —oo preventing the model
from actually fitting to the class examples. To avoid it we
introduce a tightness bound T that clips the contrastive loss
value at some pre-defined point EE:] (1) = max(r, E,\E;))
This basically means that we stop the decrease of the con-
trastive loss below the given bound, allowing for a more
significant contribution of the actual fitting part £.f,‘£m. We
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parametrize the 7 value with a simple linear transforma-
tion T = pihs — 1 /Tp, Where Prche is the average max-
imum density value observed across all class components
(can be obtained on-the-fly) and 7, is a tunable hyperparam-
cter that takes values between (0, 1). Such a loss can pro-
vide effective discrimination between components of differ-
ent classes, as shown for an example in Appendix A.

Diverse components: While all of the introduced tech-
niques and modifications ensure reliable discrimination be-
tween components of different classes, they do not consider
differentiation between components of the same class or
their quality. In fact, even in offline gradient-driven settings
without dynamic feature extraction it is common to ob-
tain mixtures reduced to a single component per class with
all the others practically meaningless, e.g., due to zeroed
weights [11]. In scenarios with a trainable extractor, this
problem becomes even more significant as it is very easy for
the optimizer to focus on maximizing log-likelihood from a
single component, as both mixture model and flexible ex-
tractor lack constraints to prevent this. While in standard
scenarios this problem can be successfully addressed with a
good initialization method, e.g., using k-means [38], we ob-
served that it was not enough in our case. As a consequence
we introduced two elements to the learning process.
Regionalization — before learning each class, we first di-
vide it into K clusters using the k-means clustering. Then
we force each component to fit only to the data from its clus-
ter called a region R}:)- This replaces the max-component
loss £45) defined in Eq. 7 with:

=Y X el N e

:z:{:'Rf‘

=),

Intra-contrastive loss — the regionalization approach is
necessary yet not sufficient to provide sufficient diversifi-
cation between same-class components. The reason for it
1s the same as for discrimination between different classes,
as described in the previous paragraph. Analogously to the
inter-contrastive loss, we add the intra-contrastive loss with
the tightness bound 7:

K
1
£[‘) = max (7, max —
( ) ; ( mk P\';‘,
x 3 log@ONu@,59)),  (10)

xR,

which for each class region pushes away other same-class
components that on average are closest to the currently con-
sidered one, based on the regionalization conducted in the
previous step. Obviously, one can define separate 7 for the
inter- and intra-contrastive loss.

Such an approach can effectively increase the diversity of
the same-class components, as given for an example in Ap-
pendix A. However, this approach imposes a hard constraint
on how the representation and mixture may look, which
limits the flexibility of the whole model. Regardless of these
concerns, this method can still effectively improve the over-
all performance of a multi-component model over a method
without the proposed improvement, as we will show in our
extensive experiments.

Final component-based losses: To summarize, we dis-
tinguish two component-based losses. One uses the max-
component approach (MC):

ch + L (1ie), (1)

e=1

while the second loss adds the regionalization technique
with the intra-contrastive part (MCR):

L

Loner = 3L, + BLD (1) + L (1), (12)

e=1

Cross-entropy loss: Last but not least, we can also at-
tempt to directly optimize the whole standard loss L given
in Eq. 4, using a high-level supervised wrapper loss, e.g.,
based on cross-entropy (CE). In such a case, our loss is de-

fined as:
ZZy“)logv ?, (13)
e=1n=1
where y is a onc-hot target vu,mr and 7. comes from
the softmax function 7}};) = P /Z rﬂ’L and p(‘) =

p(x,,|c) is a density value for a given (..ldhh produced by the
mixture model accordingly to Eq. 5.

3.2.2 Constraints

Other issues that have to be addressed when using gradient-
based mixture training are the mathematical constraints that
have to be enforced to preserve a valid mixture model.
This is required since gradient-based learning does not con-
strain the possible values for means, covariance matrices
and weights, and the last two have to remain in a specific
range of values.

Component weights: For the GMM mudcl its compo-
nent weights wy. have to sum up to one: Ek Jwre = L
To ensure that the effective weights satisfy this requirement
we simply train auxiliary free parameters w, and use the
softmax-based normalization wy, = (s'“z‘k/z;{_l ¢“i to ob-
tain required values [11, 15].
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Covariance matrices: For a general case, the covariance
matrices of the GMM model should be symmetric posi-
tive definite v7Xv > 0 for all nonzero vectors v. This
can be enforced using the Cholesky decomposition [13]
¥ = AAT, where A is a triangular matrix with positive
diagonal values a;; > 0 and, at the same time, our train-
able proxy parameter. To enforce positive diagonal val-
ues, after each gradient-based update we clamp them with
a;; = min(a;;, dyyn ) using some predefined d,,;,, value.
Finally, we also consider a case of a mixture using only the
diagonal of the covariance — variance o, which we control
using the same clamp-based approach o; = min(o;, doin ).

3.3. Memory buffer

In our work, we consider the class-incremental scenario
with strictly limited access to previously seen observations
(classes). Therefore, in all of the introduced losses we use
all available data for the currently learned class £, while
for the others we sample from the memory buffers M.,
that store an equal number of examples per each previously
seen class. On the other hand, if the feature extractor is
pre-trained and static we could remove the inter-contrastive
loss and even get rid of the memory buffer, allowing for
memory-free training, as we will show in our experimental
study. The memory buffer is needed in a general case when
we assume the joint training of the whole model.

3.4. Classification

Finally, in the presented model, the classification of an in-
stance @x,, can be performed using two approaches, either
utilizing the softmax function ﬁﬁ] = epr)/EZi_leprn
whmcpﬁ):jﬂwuhLorbymhngmcwcghwdsqmonof
the closest component 7' = max, wgf)N (x.u|,u£_“), EL“)).
We will empirically show that these methods work best with
specific losses designed in the previous sections.

4. Experimental study

In our experiments, we empirically explore all of the intro-
duced methods and parameters and put our method in the
performance context of different state-of-the-art baselines.
We show how our model performs in end-to-end scenarios
and with a pre-trained extractor, compared with other solu-
tions. For more specific details regarding data, configura-
tions and results, please refer to Appendix A and B, as well
as to our repository containing source code for our methods
and all experiments: github.com/lkorycki/mix.
All of the experiments were conducted using 4 GPUs (Tesla
V100) that were part of an internal cluster.

4.1. Setup

For the purpose of the evaluation we selected commonly
utilized image classification datasets that were turned into

class-incremental sequences by presenting their classes sub-
sequently to the models [30, 31]. We used: MNIST, FASH-
ION, SVHN, CIFAR and IMAGENET datasets using vari-
ous variants (number of classes, pre-trained features). For
the analysis of different configurations of our model we
used shorter sequences. We extended them with the longer
benchmarks for the comparison with baselines.

In the final section of this work, we compared our class-
incremental Gaussian mixture model (MIX-MCR, MIX-
CE) with other classifiers dedicated for continual learn-
ing scenarios. We considered: standard experience replay
(ER) [22], experience replay with subspaces (ERSB) [22],
centroid-based iCaRL [35], two gradient-based sample se-
lection methods (GSS and A-GEM) [3, 6], experience re-
play combined with knowledge distillation and regulariza-
tion (DER) [5], and two purely regularization-based ap-
proaches — LWF [25] and SI [48]. Most of the algorithms
were implemented as wrappers of the source code provided
in [5, 26] under MIT License. For the last two we used their
modifications adjusted for single-task learning [30]. As our
lower bound we used a naively learning net (NAIVE), and
for the upper bound we present results for the offline model
(OFFLINE).

We evaluated the presented methods in a class-
incremental setting, where all of the classes were presented
to the models subsequently and were not shown again af-
ter their initial appearance. We measured the accuracy of
a given algorithm after each class batch, utilizing holdout
testing sets, and then, based on [20], used it to calculate the
average incremental accuracy over the whole sequence:

1 X
Qun = 7 Do, (14)
1=1
where «; is the model performance after ¢ classes and
T = (' is the total number of classes. In addition to the
whole aggregation, for the final comparison, we provided
these values after each batch to present a more complete
perspective of the obtained results.

4.2. Results

In this section, we present and describe all of the results that
were obtained for the experiments introduced in the previ-
ous paragraphs. The first part consists of the analysis of dif-
ferent configurations of MIX, while the second one focuses
on a comparison with other class-incremental algorithms.

Loss and classification: We analyzed different combi-
nations of the proposed losses and classification methods.
Based on Fig. 1, we can make three major observations.
Firstly, the softmax classification works significantly bet-
ter with the CE loss, and max-component can be more ef-
ficiently paired with MC and MCR than softmax. It was
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Figure 1. Average incremental accuracy for different losses combined with different classification methods.
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Figure 2. Average incremental accuracy for different combinations of the tightness parameter values (inter and intra).

evident for almost all cases (except for MC on CIFAR10)
and resulted in almost 0.15 difference on average between
softmax and max-component for CE, and about 0.05 for MC
and MCR.

Secondly, the MCR loss performed better than MC,
showing consistent improvements, especially for more
complex datasets like SVHN, CIFAR10 or IMAGENET10,
which resulted in more than 0.1 for a difference on aver-
age. This demonstrate that the regionalization and intra-
contrastive loss are capable of providing meaningful im-
provements over simpler MC loss utilizing only max-
component and inter-contrastive elements, and that ensur-
ing higher diversity among class components can be bene-
ficial to the model.

Finally, we can see that CE with softmax could provide
very similar results as MCR with max-component, which
means that the general GMM learning formula, wrapped
with a high-level supervised loss, can be sometimes as use-
ful as more complex MCR without the need for tuning ad-
ditional parameters. One drawback of using CE, however,
is the fact that it does not model the Gaussian mixtures well
(see Appendix B for additional visualizations). The CE loss
does not really have to fit the mixtures to the data since it is
enough for it to ensure high classification quality. We can
also observe a similar behavior for the MC loss. It may be
prohibitive if one wants to obtain a reliable description of
the latent space. The MCR loss achieves both objectives at
the same time: high classification accuracy and high quality
of the mixture models for features. This may be important if
someone requires interpretable models or would like to ex-
tend the proposed algorithm with some Gaussian-oriented
techniques that MCR may enable. Furthermore, we believe
that analyzing its probabilistic properties in detail could be a

part of incremental works built on top of the mixture model.
They could utilize its well-defined characteristics, e.g. by
proposing new mixture-based losses.

Tightness: In Fig. 2, we presented a grid of values for
the average incremental accuracy per each pair of inter- and
intra-tightness for every dataset. One can clearly see that
imposing the constraint (tightness) on the inter- and intra-
contrastive loss values is beneficial to the learning process.
Most of the benchmarks required 7, ;. at the level of 0.0001
or 0.001 and slightly higher intra-tightness 7, ;, around
0.001 or 0.01 to achieve the best results. At the same time,
one should notice that imposing too high inter-tightness
(0.01) leads to abrupt deterioration of quality, which is a
result of blocking the contrastive part of the loss from push-
ing components of different classes from each other. The
influence of setting too high intra-tightness is less impor-
tant since we may simply end up with a single component
that can still be effectively used for classification.

The examples for FASHION, given in Fig. 3 and 4, show
how increasing the inter-tightness (the first one) and intra-
tightness (the second one) affects learned representations
and mixture models. We can observe the positive impact
of the constraint and the potential for sweet spots provid-
ing a good balance between differentiating components be-
tween each other and fitting them to the actual data. Tt is
evident that too low values introduce critical instabilities to
the learning process (very high contrastive loss values over-
whelming the fitting part), while too high thresholds lead ei-
ther to the decline of discriminative properties of the model
or degenerate solutions.
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Figure 3. Visualization of the inter-tightness effect on learned representations (K'=1) after 10 classes of FASHION.
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Figure 4. Visualization of the intra-tightness effect on learned representations (K'=3) after 6 classes of FASHION.

Baseline comparison: In the second section of our ex-
perimental study, we placed our algorithm in the class-
incremental performance context by comparing it with the
introduced baselines (Fig. 5). First of all, we can see that
the MIX-MCR variant performed better than the MIX-CE
for most of the datasets, while being very close to it for
the longer sequences (difference between less than 0.01 and
0.03). This proves that MIX-MCR is capable of providing
not only a better representation (mixture) model but also
that it is more reliable from the accuracy perspective. This
also means that it is worth trying to maximize the quality
of the produced Gaussian models as an alternative to high-
level cross-entropy for classification. Secondly, although
our model cannot be distinguished as the best classifier (be-
ing worse than iCaRL on average, with a difference equal
to about 0.04), it is, at the same time, reliably competitive
when compared with the remaining baselines (ER, GSS,
DER) with a difference about 0.01 and less than 0.03. Also,
it does not fall into the same pitfalls as either the weakest
replay method (A-GEM) or the regularization-based ones
(LWF, SI), outperforming them by almost 0.4 for accuracy
on average. We can see that MIX could be found among the
best models for MNIST, FASHION, IMAGENET10, IM-
AGENET20A and IMAGENET20B, especially at the end
of the datasets, providing relatively reliable performance
throughout the whole sequences. On the other hand, it
struggled with catching up with the best replay methods for
SVHN and CIFAR-based datasets showing that there is still
a potential for improvements when it comes to predictive
accuracy.

The overall very poor performance of LWF and SI (but

also A-GEM), which were not much better than the NAIVE
approach, confirms the observations made in other publica-

tions that the regularization-based methods cannot handle
the most challenging 1-class-incremental scenarios without
memory buffers [39] even after improvements proposed in
[30].

We can also see that the for the scenarios with end-
to-end training the models were much closer (0.01-0.3)
to the OFFLINE upper bound for the shorter sequences
(MNIST, FASHION, SVHN and IMAGENET10, except for
CIFAR10) than for the longer ones (IMAGENET20A, IM-
AGENET20B, CIFAR20) with differences between 0.4-0.5,
which shows that all of the state-of-the-art methods still
struggle with bridging the gap between incremental learn-
ing and offline optimum.

Finally, the results for the memory-free scenarios with
pre-trained models, given in the last row of Fig. 5, ex-
hibit the main strength of the MIX algorithm. Since in
these scenarios, it does not use the inter-contrastive loss, it
can perfectly separate the incremental learning process for
each class, preventing catastrophic forgetting at the level of
the classifier. As a result, it does not have to rehearse the
previous concepts at all (M ,.=0) while still being able to
conduct very effective learning producing results very close
to the OFFLINE upper bound (difference between about
0 and 0.1), regardless of the quality of the extractor (pre-
trained on 10 and 20 or 100 and 200 classes). The MIX-
MCR method outperforms all of the baselines for all cases
except for IMAGENET200-PRE20, for which only iCaRL
was able to provide slightly higher accuracy, even though
they had a small advantage of having approximately one
example per class in the buffer. It is not a coincidence that
practically only iCaRL is close to our method on average
(worse by about (0.1), since it uses a similar paradigm in the
classification layer by storing prototypes/centroids that are
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Figure 5. Incremental accuracy after each class batch for our methods and different baselines.

used for classification. All of the remaining algorithms can-
not handle the memory-free scenario effectively, producing
solutions worse by at least 0.2 on average. This can be a
crucial property when one has to consider, for example, data
privacy issues or mobile and edge computing.

All of the presented observations, conclusions and rec-
ommendations can be also found in a condensed form at the
end of Appendix B.

5. Summary

In this work, we introduced a class-incremental mixture of
Gaussians model (MIX) for deep continual learning. We
proposed different variants of the algorithm to make it suit-
able for gradient-based optimization and, through an exten-
sive experimental study, we exhibited its practical configu-
rations and capabilities in the context of other state-of-the-
art continual learning models.

In our future research, we will focus on replacing the
regionalization approach with a more flexible method that
do not assume any pre-training structure and allows the
gradient-based procedure to fully explore potential solu-
tions, e.g. annealing [11], and on removing the static tight-
ness hyperparameter to increase flexibility even more — it

could be more beneficial to either find a better (parameter-
free) distance function or propose an adaptive threshold. Tt
is also an open question whether we can effectively train a
gradient-based mixture using a full covariance matrix. Fi-
nally, we could consider some kind of hybridization of the
mixture models with the feature extractor to benefit from the
capabilities of the former to limit interference with previ-
ously learned concepts by utilizing max-component losses.
All of these potential improvements combined could pro-
vide significant performance gains in the class-incremental
continual learning scenarios.
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