
Continual Learning with Weight Interpolation
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Abstract

Continual learning poses a fundamental challenge for
modern machine learning systems, requiring models to
adapt to new tasks while retaining knowledge from previous
ones. Addressing this challenge necessitates the develop-
ment of efficient algorithms capable of learning from data
streams and accumulating knowledge over time. This pa-
per proposes a novel approach to continual learning utiliz-
ing the weight consolidation method. Our method, a sim-
ple yet powerful technique, enhances robustness against
catastrophic forgetting by interpolating between old and
new model weights after each novel task, effectively merg-
ing two models to facilitate exploration of local minima
emerging after arrival of new concepts. Moreover, we
demonstrate that our approach can complement existing
rehearsal-based replay approaches, improving their accu-
racy and further mitigating the forgetting phenomenon. Ad-
ditionally, our method provides an intuitive mechanism for
controlling the stability-plasticity trade-off. Experimental
results showcase the significant performance enhancement
to state-of-the-art experience replay algorithms the pro-
posed weight consolidation approach offers. Our algo-
rithm can be downloaded from https://github.com/
jedrzejkozal/weight-interpolation-cl.

1. Introduction

The properties of loss landscape and their effects on train-
ing and generalization were objects of study for a long time
[13, 27, 43, 45]. Training of neural network is an optimiza-
tion process in a highly dimensional non-convex parameter
space with many local minima and saddle points [37]. Over-
abundance of local minima may arise due to the overparam-
eterization of neural networks [21]. It was hypothesized that

local minima are connected by non-linear paths with a low
loss [15]. This property is known as mode connectivity.
One feature that may be considered when studying this phe-
nomenon is the permutation invariance of neural networks
[12]. Neurons or kernels of network layers can be permuted
and, if neighboring layers’ outputs and inputs are adjusted,
one can obtain a solution that has the same properties as
the original model but lies in a completely different part of
the loss landscape. Considering this fact, one may conclude
that the abundance of local minima in the loss landscape of
neural networks results from permutation invariance. In a
follow-up work, Ainsworth et al. [1] showed how to find
permutations of weights that allow for a linear interpola-
tion of weights with low or even near zero barriers. They
also showed that there exist solutions in the loss landscape
that cannot be reached by applying permutation to units of
a neural network.

Previous experiments on loss barriers were made mostly
with the assumption that networks trained from two inde-
pendent initializations are in two different local minima and
have similar loss values [1, 20]. In the case of contin-
ual learning, this assumption cannot be met, as models are
subject to forgetting [14] of previously seen data. In [30]
weight averaging was proposed to mitigate catastrophic for-
getting for pretrained models, however, parameter symme-
tries were not considered. Similarly, authors of [25] utilize
weight interpolation to mitigate forgetting in BERT mod-
els, but they do not apply weight permutation. Pena et al.
[38] propose a new weight interpolation method based on
Sinkhorn differentiation, but continual learning is not their
primary focus, and the scope of continuous learning exper-
iments is very limited. Authors of [47] introduced a new
interpolation method that could be used for models trained
with disjoint data distributions, however, they do not carry
out continual learning evaluation.
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Research goal. We propose a novel approach to contin-
ual learning that combines weight interpolation for better
consolidation of the network capabilities before and after
new tasks become available, with experience replay for en-
hanced robustness to catastrophic forgetting.

Motivation. The impact of loss landscape properties on
continual learning is a very important, yet largely unex-
plored area [19, 32]. We know that it plays a crucial role
in the process of balancing exploration (learning new tasks)
and exploitation (retaining previously learned knowledge)
[16]. Sudden changes in the loss landscape can cause the
model to forget previously learned information, while in-
hibiting the loss adaptation will hinder the accumulation of
the new concepts [35]. The presence of local minima as-
sociated with new tasks can interfere with the optimization
process for previous tasks, affecting the model’s robustness
to catastrophic forgetting [36]. Therefore, properly under-
standing and utilizing loss landscape under the continuous
nature of data is of vital importance.

Summary. In this work, we study the potential applications
of recent findings from the field of weight interpolation in
continual learning [10]. Based on recent weight interpola-
tion techniques, we propose a remarkably simple continual
learning algorithm that performs weight interpolation after
each task to mitigate forgetting. In this work, we abuse
the conjecture about low loss volume being convex modulo
permutation symmetries [12], as each task will have sepa-
rate data distribution and, consequently, different loss land-
scapes. However, in our theoretical analysis, we show what
conditions should be met to increase the chances of finding
good weight permutation and successful interpolation.

We base our approach on widely used experience replay
methods. Before training with new data from a new task
we store network weights. The training with new data is
carried out without any changes from standard replay algo-
rithms. After training we utilize weights trained on the cur-
rent task and stored old weights to perform permutation and
then interpolation. The permutation step aligns units of both
networks, while interpolations allow for better knowledge
consolidation, compared to replay-based algorithms alone.
We show that our method can reduce forgetting in several
rehearsal-based methods.

Main contributions. This work offers the following con-
tributions to the continual learning domain:

• we show the necessary conditions required for the suc-
cessful application of weight interpolation to continual
learning problems, and verify these claims experimen-
tally;

• we propose novel and simple continual learning algorithm
that is compatible with popular rehearsal-based methods;

• we perform an extensive experimental evaluation of the
proposed method, showing its potential for significantly

boosting the performance of any experience replay algo-
rithm;

• we show that the proposed method has a built-in, intuitive
mechanism for controlling stability-plasticity trade-off.

2. Related Works

2.1. Continual Learning

Continual learning [10] is a domain where, instead of a sin-
gle i.i.d. dataset, we are dealing with a sequence of tasks
with different data distributions. Training without access to
data from previous tasks may lead to catastrophic forgetting
[14] - a phenomenon where neural network’s performance
on previous tasks degrades rapidly. The performance here
could be defined as losing the ability to solve previously
learned tasks when a neural network learns to solve a new
one. Catastrophic forgetting could lead to dramatic perfor-
mance deterioration on the previous tasks. In the domain of
continual learning, algorithms are typically categorized into
three primary groups:

Regularization-based methods aim to control forgetting
by modifying the learning process. Elastic Weight Con-
solidation (EWC) [22] introduces an additional regulariza-
tion term that constrains the learning of important param-
eters. Learning without Forgetting (LwF) [28] leverages
pseudo-labels derived from classification heads of previous
tasks to enhance knowledge retention. Synaptic intelligence
[55] is a structural regularizer that enforces penalty on each
synapse based on its importance for previous tasks.

Rehearsal-based methods rely on memory buffers to
store samples from previous tasks [9]. Gradient Episodic
Memory (GEM) [29] utilizes examples from memory to
project gradients in directions that minimize loss for pre-
vious tasks. Averaged GEM (aGEM) [8] is a refined ver-
sion that offers computational and memory efficiency. Re-
cent investigations [11] have explored asymmetric update
rules and additional classifier updates to address biases in-
troduced by small rehearsal buffers. Moreover, Buzzega et
al. [5] stores model logits alongside images and labels in
a memory buffer. These logits are subsequently utilized to
regulate the model by introducing an additional loss term
for knowledge distillation. This method was refined in
[3] by recalculating logits over time, segregating loss for
new data, and pretraining logits responsible for new tasks.
There are also other research directions, such as iCARL
[41], where instead of cross-entropy loss, a minimal dis-
tance classifier is trained on top of a convolutional neu-
ral network. Another interesting and simple algorithm is
GDumb [40], which utilizes only greedily stored samples
to train the model with the small balanced dataset.

Expansion-based methods involve augmenting the net-
work structure to accommodate shifts in data distribution.
Progressive Neural Networks (PNN) [42] add new back-
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bones connected to previous layers to leverage knowledge
learned from earlier tasks. Similarly, [26] propose expand-
ing network parameters alongside selective retraining to
adapt to new tasks. Authors of [53] expand the model by
introducing more convolutional features for new tasks, and
they propose a new loss function to train a more diverse set
of representations for new data.

2.2. Weight interpolation

Garipov et al. [15] showed that local minima obtained by
training with different random weight initialization in the
loss landscape are connected by non-linear paths with low
loss values. This property was introduced as Mode Connec-
tivity. It is also known [4] that there exists a lot of possible
weight permutations that give raise to equivalent networks
located in completely different fragments of loss landscape.
In [49], a new algorithm for finding network permutations
and the connection curve between two points in the loss
landscape was introduced. Authors of [34] showed that
weights of MLP trained from the same initialization can be
linearly connected. Entezari et al. [12] suggested that when
we consider neural network permutation invariance, solu-
tions found by SGD should be connected by linear path no
loss barrier. Indeed, Ainsworth et al. [1] proposed several
algorithms for finding permutations of neural networks that
allow for linear interpolation between weights with near-
zero barrier. REPAIR [20] improved the performance for
residual networks on bigger datasets by introducing the re-
computation of batch normalization statistics after interpo-
lation.

3. Continual learning with weight interpola-
tion

This work introduces a simple method that could be used
as a plugin to enhance the effectiveness of any rehearsal
algorithm. The core idea is to interpolate weights of a neu-
ral network before and after training with new data. This
should allow for better knowledge consolidation and inhibit
forgetting. An overview of the proposed method is provided
in Fig. 1.

3.1. Notation

In continual learning, we are dealing with stream S, arriv-
ing in the form of tasks. Each task t may be represented
by a dataset Dt = {(xi, yi)}nt

i=0, where xi is image, yi is
label, and nt = |Dt|. The goal is to train a neural net-
work f with parameters θ on each task, having access only
to the most recent data, i.e., minθ L(f(θ), Dt). Rehearsal-
based algorithms utilize an additional small buffer for data
M = {(xj , yj)}mj=0 of size m ≪ nt to store data from the
previous task and use them to mitigate forgetting.

3.2. Motivation

The main objective of continual learning is the optimization
of the joint test loss across all tasks in the stream. We can
only access the training data from the current task, but our
main goal is to train the network with a low loss across all
tasks. Joint loss for all tasks seen so far by the model can
be defined as:

LD(θ) =

T∑
t=1

L(θ,Dt) (1)

where D = D1 ∪ · · · ∪ DT . We can divide this sum into
two parts, namely, loss induced by the classes from the last
task and all other classes seen before:

LD(θ) =

T−1∑
t=1

L(θ,Dt) + L(θ,DT ) (2)

The first term corresponds to performance on all previ-
ous tasks and is mainly affected by forgetting in a continual
learning setup. The second term can be directly optimized
for, as we have access to data for the task T . Let’s define an
increase in loss induced by forgetting tasks before T as:

∆LFi =

i−1∑
t=1

(L(θi, Dt)− L(θt, Dt)) (3)

The first term inside the sum is the current loss for task
i, and the second term is the loss directly after training with
data from the same task. This definition is analogous to for-
getting measure [7] - a commonly used metric designed for
evaluation of accuracy decrease during continual training.
By plugging Eq. (3) into Eq. (2) we can rewrite joint loss
function after task T as:

LD(θT ) =

T∑
t=1

L(θt, Dt) + ∆LFi=T (4)

Therefore, loss obtained by the network depends on two
factors: (i) how well the network can fit current data, which
corresponds to plasticity; and (ii) how well the network han-
dles the previously seen data, which corresponds to forget-
ting. The second network used for interpolation is the one
trained on the previous task T − 1. We can make the same
argument about loss being dependent on plasticity and for-
getting/

When we search for good candidates for interpola-
tion between θT−1 and θT we require both LD(θT ) and
LD(θT−1) to be low. This is because we must have so-
lutions either in the local minima or close to some local
basin. As shown by Eq. (4), this can achieved only when
both plasticity is high and forgetting is low. If that is not the
case, then the loss term induced by any of these terms could
increase the overall loss value, moving away the solution in
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Figure 1. Continual learning with weight interpolation.

the loss landscape from the locally connected modes. In-
terpolation with weight permutation alone can, in principle,
align the activations of the networks trained on the different
tasks, so there could be a gain in accuracy directly after in-
terpolation. Still, if the activations learned by the network
on the new task are completely different from the previous
ones due to forgetting, then alignment between activations
can be inaccurate. On the other hand, if there is no plastic-
ity, then alignment could be easier, but there would be no
significant difference between the two sets of activations.

For this reason, we conclude that weight interpolation
should not be used as a sole source of forgetting prevention
in continual learning. Weight interpolation could be used
in tandem with other continual learning algorithms that do
not limit network plasticity too much. To further justify this
claim, we verify experimentally in the appendix 7 that using
interpolation without rehearsal does not yield good results.

3.3. Weight interpolation with memory buffer

For each task t > 0, we perform weight interpolation of
previously trained weights θP with the newest parameters
trained with current data distribution θ. First, we find the
weight permutation π that aligns the activations of θP and
θ as in [20] (for more details about interpolation and RE-
PAIR algorithms, please refer to Sec. 9). We utilize mem-
ory bufferM to obtain activations of θ and θP and update
batch normalization statistics. Please note that if we use
reservoir sampling during training to update the buffer with
new data, the buffer will contain the data from all previous
and current tasks. For this reason, during the evaluation of
activations for permutation, all previously seen data will be
considered, including data from the latest task. We apply
the permutation to network parameters and carry out linear
interpolation of weights:

θ = (1− α)θ + απ(θP ) (5)

Algorithm 1 Continual Learning with Weight Interpolation
(CLeWI)

Require: S = {D1, D2, ...} - stream with tasks, f(θ) - net-
work,M - memory buffer, α - interpolation coefficient

1: t← 0
2: while Dt arrives do
3: for x, y ∼ Dt do
4: L ←

∑
x,y L(f(x, θ), y)

5: xm, ym ←M
6: LM ←

∑
xm,ym

L(f(xm, θ), ym)
7: θ ← θ − λ∇θ(L+ LM)
8: resevoir_sampling (M, x, y)
9: end for

10: if t > 0 then
11: π ← calc_permutation(θ, θP ,M)
12: θ ← (1− α)θ + απ(θP )
13: θ ← update_batchnorm(θ,M)
14: end if
15: θP ← θ
16: t← t+ 1
17: end while

where α is a hyperparameter of our algorithm. We provide
the pseudocode of our method in Algorithm 1. The func-
tion calc_permutation is responsible for obtaining permuta-
tion of θP that aligns activations of θP with θ. The function
update_batchnorm updates the batch normalization layers
statistics after interpolation. The proposed method is com-
patible with most rehearsal-based algorithms and may be
used as a plugin for existing or future methods for improv-
ing their performance.

4. Experiment setup

Our experiments compare the performance of commonly
used rehearsal algorithms with and without weight interpo-
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lation applied after each task. This evaluation mode, similar
to the ablation study, should allow for an easy verification
of our theoretical claims made in the previous section. We
also provide in-depth analysis of the weight interpolation
impact on the overall performance, and stability-plasticity
dilemma. We also evaluate the impact of the training with
increased model width on the results.
Baselines. In this work, we have used the following base-
lines:
• joint - training with cumulative datasets over all tasks,

with full access to previous data. It is upperbound on the
continual learning performance.

• finetuning - training with standard SGD optimization,
with no consideration for forgetting. It is lowerbound of
performance

• online Elastic Weight Consolidation (oEWC) [46] - an ex-
tension of existing EWC method [22], that use both regu-
larisation and knowledge distillation to prevent forgetting.

• Synaptic Inteligence [56] - regularisation method that de-
termines the importance of network parameters.

• Incremental Classifier and Representation Learning
(iCARL) [41] - method that replaces cross entropy with
prototype-based learning

• GDumb [39] - Greedily stores samples in memory and
trains model only with balanced dataset

• Experience Replay (ER) [9] - simplest rehearsal method
that stores samples in the buffer using reservoir sampling
and samples data from the buffer to train with it alongside
data new from a new task

• averaged Gradient Episodic Memory (aGEM) [8] re-
hearsal method, that projects gradient onto direction, that
prevents forgetting

• Experience Replay with Asymmetric Cross-Entrop (ER-
ACE) [6] - eliminates representation overlap of new
classes and old ones from the buffer by changing the loss
function

• Maximally Interfered Retrieval (MIR) [2] - method with
the buffer that uses virtual gradient update to select useful
samples for rehearsing

• Bias Correction (BIC) [52] - a method that introduces sev-
eral parameters for correction of bias in the last fully con-
nected layer of the network

• Dark Experience Replay (DER++) [5] - method that com-
bines rehearsal with knowledge distillation [18]

Datasets. In this work, we consider only the class-
incremental scenario [50] and utilize standard continual
learning benchmarks obtained by splitting classes into sev-
eral tasks. We use Cifar10 [24], Cifar100 [24], and Tiny Im-
ageNet [51] datasets, with 5, 10, and 20 tasks, respectively.
We shuffle class order in tasks based on random seeds.
Metrics. We use three evaluation metrics. The test set ac-
curacy averaged over all tasks after finished training, de-
fined as Acc = 1

K

∑K
t

1
nt

∑nt

i=1 1[f(xi, θK) = yi], where

K is the number of tasks, and 1 is an indicator func-
tion. The test set accuracy for classes from the last task
AccK = 1

nK

∑
(xi,yi)∈DK

1[f(xi, θK) = yi], and forget-
ting measure (FM) [7] defined as average difference be-
tween maximum accuracy, and final accuracy for given task.

Evaluation details. For all datasets, we use ResNet18 ar-
chitecture [17] with a changed number of filters in the first
layer following [29]. For all rehearsal-based methods, we
use a buffer of size 500. Whenever possible, we use the best
hyperparameters reported by the authors of corresponding
papers. In other cases, we performed a search of hyperpa-
rameters for the seq-cifar100 benchmark and used those val-
ues for other datasets as well. This shortcut has been made
due to limitations in computational power availability. All
experiments were implemented using Mammoth library [5].
We made our code available online1.

5. Results

5.1. Evaluation with standard benchmarks

We perform an experimental evaluation of the proposed
method, following the steup described in the previous sec-
tion. The results are presented in Tab. 1.

In most cases, we may see that the proposed method im-
proves the average accuracy on all tasks and leads to better
task retention, as depicted by reducing the forgetting mea-
sure. The biggest gains in accuracy can be observed for
simpler forms of replay, such as ER and MIR. CLeWI ob-
tains the best accuracy when combined with these meth-
ods. Other methods, such as ER-ACE, BIC, or DER++, can
also benefit from applying interpolation. However, the final
average accuracy after training is lower compared to sim-
pler methods. At the same time, the forgetting rate of these
methods is lower than that of others. These methods limit
the plasticity of the networks. In the interpolation process,
we are losing some of the performance for the newest task
at the cost of forgetting mitigation. For this reason, after
applying interpolation, the methods that obtain lower for-
getting on their own can sometimes obtain lower accuracy
and forgetting measure. These results are in line with our
theoretical analysis. Low plasticity can contribute to high
overall loss and, in consequence, make interpolation harder.

We noted a decrease in performance for ER-ACE, where
average accuracy is lower, but forgetting measure still im-
proves, and BIC on the Cifar100 dataset, where both accu-
racy and forgetting measure are worse. This is in line with
our previous analysis, as these methods introduce strong in-
ductive bias and obtain higher accuracy compared to ER.
CLeWI, when combined with these methods, inherits this
bias, and therefore, average accuracy can decrease.

1https : / / github . com / jedrzejkozal / weight -
interpolation-cl
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Table 1. Average accuracy and forgetting measure averaged over 5 runs for cifar10, cifar100, and tinyimagenet datasets.

method Cifar10(T=5) Cifar100(T=10) Tiny-ImageNet(T=20)
Acc(↑) FM(↓) Acc(↑) FM(↓) Acc(↑) FM(↓)

Joint 91.79±0.36 0.0±0.0 70.54±0.75 0.0±0.0 58.34±0.24 0.0±0.0
Finetuning 19.37±0.32 77.77±0.85 9.07±0.1 80.57±0.41 3.92±0.27 74.75±1.34

oEWC 17.21±2.89 69.94±3.98 8.86±0.51 76.05±0.43 3.71±0.23 70.14±1.6
SI 19.28±0.4 78.11±0.38 6.36±0.53 36.99±1.32 3.64±0.4 67.97±2.1

iCARL 58.98±1.21 25.27±4.72 46.91±0.66 25.56±0.57 19.69±0.37 20.24±0.54
GDumb 39.7±1.57 0.66±0.65 9.99±0.68 0.0±0.0 3.2±0.31 0.22±0.15

ER 53.22±2.98 44.02±3.59 22.45±1.26 65.59±1.07 6.44±0.38 75.88±0.23
CLeWI+ER 62.8±2.31(+9.58) 31.8±2.61(-12.22) 40.31±1.08(+17.86) 12.81±0.79(-52.78) 11.68±0.45(+5.24) 66.82±0.49(-9.06)

aGEM 21.88±1.15 75.63±0.96 9.17±0.18 80.33±0.34 3.62±0.54 73.61±3.29
CLeWI+aGEM 34.74±4.05(+12.86) 4.16±1.92(-71.47) 22.75±1.41(+13.58) 39.07±2.26(-41.26) 6.8±0.4(+3.18) 60.22±1.17(-13.39)

ER-ACE 70.63±1.15 10.11±0.95 37.75±1.23 35.15±1.33 15.98±1.64 42.47±2.43
CLeWI+ER-ACE 64.22±2.5(-6.41) 4.84±0.67(-5.27) 36.97±0.55(-0.78) 17.72±0.76(-17.43) 19.15±0.72(+3.17) 19.7±0.88(-22.77)

MIR 48.17±3.23 49.02±3.72 21.96±1.13 66.07±0.95 6.25±0.41 76.06±0.3
CLeWI+MIR 73.06±0.74(+24.89) 6.71±0.84(-42.31) 40.06±0.84(+18.10) 13.54±0.54(-52.53) 19.75±0.56(+13.50) 25.47±0.43(-50.59)

BIC 69.63±2.28 22.04±3.04 37.55±1.64 44.42±1.87 7.09±0.78 71.47±0.87
CLeWI+BIC 51.15±9.53(-18.48) 26.48±4.96(+4.44) 39.46±1.34(+1.91) 33.46±1.46(-10.96) 7.35±1.4(+0.26) 65.34±0.79(-6.13)

DER++ 70.13±1.16 21.11±1.46 36.64±1.59 48.06±2.62 13.52±1.53 55.68±4.36
CLeWI+DER++ 71.82±2.11(+1.69) 11.21±2.16(-9.90) 38.16±1.86(+1.52) 14.32±1.95(-33.74) 16.61±0.87(+3.09) 25.17±6.34(-30.51)

Figure 2. The effect of the α parameter (Eq. (5)) on the test set
accuracy for all tasks. Interpolation with smaller values of α al-
lows for obtaining weights that are closer in loss landscape to the
current task, while increasing α means more weights are carried
over from previous tasks.

5.2. Impact of weight interpolation

To illustrate the influence of interpolation hyperparameter
α on obtained results we plot accuracy for different inter-
polation α and all tasks. We use all the classes the model
has seen for each task. This means that the older model
will always obtain worse performance, as it has not seen the
classes from the latest task. Results are presented in Fig. 2.
At the beginning of training, better overall accuracy is ob-
tained after training with a new task compared to the model
weights before training. This is probably due to underfit-
ting on the first tasks caused by a small number of learning
examples in each task. Over the course of training, the dif-
ference in accuracy between these two models falls quickly.
After a few tasks, the old model performs better, while the
new one suffers from forgetting. The interpolation plot for
continual learning is asymmetrical. Interpolating models
closer to the model trained on a new task gives better ac-

Table 2. Average accuracy, accuracy for the last task, and forget-
ting measure averaged over 3 runs for different values of interpo-
lation α.

interpolation
coefficient Acc(↑) AccK (↑) FM(↓)

α=0.1 27.6±0.46 87.77±2.09 59.11±0.66
α=0.2 34.75±0.51 83.87±2.57 47.14±0.23
α=0.3 39.95±0.67 72.23±3.32 30.67±0.55
α=0.4 42.01±0.82 44.6±4.78 18.9±0.24
α=0.5 40.26±1.25 16.27±4.47 12.61±0.96

curacy. This is probably due to the longer training of the
model with data from the new task.

5.3. Stability-plastisity dilemma

We show that interpolation hyperparameter α allows for di-
rect control of the plasticity-stability dilemma by running
additional experiments with multiple values of this hyper-
parameter. The results are presented in Tab. 2. With higher
α (interpolation closer to the old model), the model is prone
to remembering the older tasks. This can be directly ob-
served by looking at forgetting measures. Higher α us-
age promotes stability and limits performance for the cur-
rent task. With smaller α (interpolation closer to a newer
model), the network archives better accuracy on the last
task at the price of higher forgetting. This simple mecha-
nism could be useful for controlling the learning properties
of neural networks. Interpolation α may also be changed
during training with multiple tasks to adapt to the changing
dynamics of the learning environment.

Comparing these results to Fig. 2, one can notice that
the best test accuracy was obtained for a value of α that
is not aligned with the local maximum of the interpolation
plot. This suggests that selecting α only to optimize the
performance on tasks seen so far is a misleading approach
that can lead to lower accuracy at the end of training.
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Figure 3. Impact of increasing the network width on the accuracy
barrier and continual learning performance. (Left) the interpola-
tion plot for the WideResNet with width multiplier = 4. (Right)
test accuracy for split-Cifar100 benchmark as a function of ResNet
width.

5.4. Wider networks

It has been reported that interpolation works better when
network architecture has more filters [1, 20]. Also, recent
studies suggest that wider architectures could lead to im-
proved performance in continual learning [33]. For this
reason, we have carried out additional experiments with
WideResNets [54] on the split-Cifar100 benchmark. We
kept the same hyperparameter setting, only the width was
changed. The results are presented in Fig. 3

On the left-hand side, we present the interpolation plot
for the WideResNet with an increased number of convolu-
tional filters by 4. We may see that compared to results
from Fig. 2, the localization of the local maximum accuracy
shifts more dynamically during training. It is also worth
noting that in Fig. 2, the accuracy for α close to 1 decreases
slightly. This is not the case for a wider network, where
the accuracy on the plot is mostly flat for α > 0.7. This
suggests that wider networks are indeed better at preserv-
ing previously gained knowledge. However, this does not
translate well into overall continual learning performance
when using CLeWI due to dynamic changes in the shape
of interpolation plot curves for different tasks. We hypoth-
esize that these changes arise due to the small amount of
training data for WideResNet in a single task of Cifar100
benchmark. However, we are aware that experiments with
other benchmarks, such as split-ImageNet, could provide
different results and further investigations are needed.

The right-hand side shows the test accuracy in the func-
tion of ResNet width. We may see that increasing the width
could significantly improve the performance of DER++, but
even with this improvement, CLEWI-DER++ with standard
width obtains better performance. At the same time, in-
creasing the width of the backbone for the CLeWI ER de-
creases accuracy. The small amount of training data in each
task may be the cause behind this phenomenon. Overfit-
ting may occur when we increase the network’s capacity
but keep the same amount of training data. The dynamic
changes in local maxima of the interpolation plots for in-

creased width are in line with this explanation. For the first
task, local maxima are obtained for smaller α - correspond-
ing to interpolation closer to the newer model. All these
information suggest that experience replay alone is insuf-
ficient when training networks with larger capacity. When
stronger forgetting prevention mechanisms are introduced,
such as DER++, the performance of CLeWI further im-
proves with increased width. This shows that our algorithm
is a versatile approach to boosting the performance of CL
methods due to the ease of combining CLeWI with other
forms of rehearsal. The proposed method can be easily ad-
justed to other settings by combining it with the form of re-
hearsal that works well in a given scenario. This shows the
flexibility of CLeWI and its strength as a low-risk, low-cost
plugin for existing methods.

6. Conclusion

Summary. We proposed a simple algorithm, compatible
with most of the rehearsal-based continual learning meth-
ods that can significantly boosts their performance and im-
prove robustness to catastrophic forgetting. CLeWI intro-
duces only a single additional hyperparameter that allows
for direct control of the stability-plasticity dilemma. The
experiments suggested that α selection should be carried
out with great care, as local maxima for the current task
not necessarily align well with higher accuracy for all tasks
in the training stream. In the interpolation plots, we may see
that local maxima’s location can shift over time. In earlier
tasks, the maxima occur for lower values of α, probably due
to too small amount of training data in each task. Experi-
ments with bigger datasets could provide more insight here,
as we hypothesise, that with enough data in the first task,
the location of local minima in the interpolation plot will be
more stable.

Limitations. Storing a second copy of model weights in
memory can be prohibitive for large models. For exam-
ple, when training 1.4B parameter transformer storing pre-
vious model state could be too costly. Additional memory
requirements may also be prohibitive in the memory-scarce
area of edge computing. We carried out additional experi-
ments (see Sec. 10 in appendix) that take into consideration
memory usage. We found settings where using weight inter-
polation over increasing buffer size alone can be beneficial.

Future works. Future work will focus on exploring of the
weight interpolation should be performed after every new
task, or would a selective mechanism deciding when to per-
form interpolation lead to more robust results. Furthermore,
we will explore the potential of using CLeWI as a part of
concept drift adaptation mechanisms [23] and study the pos-
sibilities of extending it for other computer vision tasks,
such as object detection or continual segmentation.
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