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Abstract

A significant challenge in achieving ubiquitous Artifi-
cial Intelligence is the limited ability of models to rapidly
learn new information in real-world scenarios where data
follows long-tailed distributions, all while avoiding forget-
ting previously acquired knowledge. In this work, we study
the under-explored problem of Long-Tailed Online Con-
tinual Learning (LTOCL), which aims to learn new tasks
from sequentially arriving class-imbalanced data streams.
Each data is observed only once for training without know-
ing the task data distribution. We present DELTA, a de-
coupled learning approach designed to enhance learning
representations and address the substantial imbalance in
LTOCL. We enhance the learning process by adapting su-
pervised contrastive learning to attract similar samples and
repel dissimilar (out-of-class) samples. Further, by balanc-
ing gradients during training using an equalization loss,
DELTA significantly enhances learning outcomes and suc-
cessfully mitigates catastrophic forgetting. Through exten-
sive evaluation, we demonstrate that DELTA improves the
capacity for incremental learning, surpassing existing OCL
methods. Our results suggest considerable promise for ap-
plying OCL in real-world applications. Code is available
online !

1. Introduction

The process through which humans and Atrtificial Intelli-
gence (Al) systems acquire knowledge and experiences dif-
fers significantly. Over their lives, humans learn and ac-
cumulate knowledge from encountering sequential streams
of temporally correlated information, mostly made up of
unlabeled observations, and rarely experiencing the same
scenario multiple times [10, 48]. Furthermore, humans
are adept at learning, remembering knowledge, and solving

ILink to code - https:/gitlab.com/viper-purdue/delta
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Figure 1. Illustration depicts online and offline setups for continual
learning with a long-tailed distribution. In the continual learning
process, tasks appear sequentially, one at a time. In the “online”
scenario, the model only accesses the current task and its distribu-
tion, while the “offline” scenario grants access to the complete task
set and their distributions. Additionally, the online” approach in-
volves training task data with a single pass, while the “offline”
approach involves multiple passes across the entire dataset.

multiple tasks concurrently by applying the learned knowl-
edge. In contrast, Al systems have a smaller task focus [37]
and a multi-stage learning approach, focusing on learning
from static (non-changing) datasets through batches. On-
line continual learning [3, 10, 16, 34, 40, 43] strives to
push the boundaries of Al by empowering agents to ac-
quire knowledge continuously from a never-ending stream
of data. However, a significant challenge continual learning
systems face is how to mitigate the effects of catastrophic
forgetting [1, 35, 39, 46] of previously learned information.
Furthermore, recent work focuses on continual learning in
the online scenario. In the online configuration [24], each
data sample is used only once to train the model. Despite
being more challenging, the online setting aligns with real-
world limitations concerning data accessibility and compu-
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tational capabilities, rendering it more appropriate for real-
world applications [19, 56].

While existing online continual learning techniques have
achieved impressive advancements in the context of im-
age classification tasks, they operate under the assump-
tion that the distribution of samples for each class is uni-
form [2, 3, 16, 40, 43, 53]. This assumption limits their
applicability in real-world scenarios where data distribution
tends to be long-tailed with extreme imbalances. A con-
crete example of this can be observed in real-world appli-
cations such as animal species recognition [47, 68], med-
ical image diagnosis [31, 67], and food image classifica-
tion [25, 45, 51]. In such cases, a minority of these images
are encountered more frequently than others, leading to pro-
nounced class imbalances. We focus on LTOCL as shown
in figure 1, wherein data sampled from such distributions
emerges sequentially in a stream over time.

Though previous studies have highlighted imbalanced
data distributions within the context of continual learn-
ing [10, 17, 34], the majority of these investigations have
primarily dealt with milder imbalance ratios or investigated
the offline scenario [41]. Class imbalance signifies a sce-
nario where the number of instances across different classes
significantly varies, often leading to certain classes having a
notably higher number of samples than others. However, a
long-tailed distribution poses a more intricate challenge, as
it involves a setup where a small subset of classes contains
a substantial number of samples. In contrast, numerous
classes are represented by only a limited number of sam-
ples. The distinction between online and offline CL settings
is characterized by training the model once on each data
sample in the online scenario, as opposed to the potential
for multiple passes through the data in the offline scenario.
In offline setups, the model can access the complete dataset,
thereby obtaining the data distribution of classes across all
tasks as seen in Figure 1. In sharp contrast, in online sce-
narios, data arrives in batches, restricting the model’s ac-
cess solely to specific batches or subsets of data, rather than
the entire dataset or complete class distributions. As a re-
sult, the data distribution for each subsequent task becomes
uncertain in the context of online continual learning, and
online exemplar selection becomes notably more complex
within a long-tailed distribution. The presence of class-
imbalanced exemplars can worsen the overfitting problem
and lower the model performance during online continual
learning.

Our work fills the gap between online continual learning
with severe long-tailed data distribution in the image classi-
fication task. We formulate scenarios with tasks containing
significant data imbalances and do not provide task identi-
fiers during training or testing. To address these challeng-
ing scenarios, we introduce the DELTA framework. The
proposed method utilizes decoupled representations in a

dual-stage learning strategy, integrating contrastive learn-
ing, and Equalization Loss to re-calibrate weights in the
feature space, promoting an efficient learning process.

We assess the effectiveness of our approach by com-
paring it against current methods in the field of OCL un-
der long-tailed distribution conditions. Our technique con-
sistently outperforms various experimental configurations,
maintaining robustness with changes in exemplar and incre-
mental step sizes. The main contributions of our research
are summarized as follows.

* We present DELTA, a dual-stage training approach that
combines contrastive learning with equalization loss, tai-
lored for Long-Tail Online Continual Learning (LTOCL)
situations.

* We propose a multi-exemplar pairing strategy to demon-
strate the potential for performance enhancement in
LTOCL scenarios.

* We evaluate well-established OCL methods, compare
them to DELTA in the proposed long-tailed setting under
various experimental setups and report the findings.

2. Related Work

In this section, we review and summarize the existing meth-
ods that are most relevant to our work, including (1) on-
line continual learning, (2) long-tailed classification and (3)
Contrastive Learning, which are illustrated in Section 2.1,
Section 2.2 and Section 2.3 respectively.

2.1. Online Continual Learning

Continual Learning (CL) is a machine learning strategy
where a model is trained to progressively incorporate new
classes/ categories over time without forgetting the learned
knowledge. CL has been studied under different scenarios,
including (i) Online (OCL) and Offline settings. The for-
mer involves the model accessing solely the specific batch
of data within a task 2, enabling only a single pass over the
data. In contrast, the latter scenario allows the model to
access the complete dataset (task-aware), permitting multi-
ple passes over its contents [41]. (ii) task-incremental and
class-incremental approaches characterize another distinc-
tion, where the former necessitates a task index during both
training and inference, while the latter does not. In this
work, we focus on class-incremental learning in the online
scenario. The objective is to learn new classes from the se-
quentially available data streams by using each data only
once to update the model and classify all classes seen so far
during the inference phase.

Online class-incremental learning methods can be
grouped into two main categories including Regulariza-
tion and Memory based approaches. The Regularization
methods aim to limit parameter changes to preserve learned

2Sequential stream of data is encountered as a set of tasks
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knowledge [6, 21, 24, 35, 42]. Conversely, Memory meth-
ods [3, 10, 16, 20, 34, 40, 43] combat catastrophic forgetting
by storing task data as exemplars and replaying knowledge
during learning. In the online setting, each new batch com-
bines current task data with exemplars from memory for
model updates. Memory-based methods are generally more
effective than regularization-based ones [44]. Furthermore,
the procedures for buffer retrieval and storage differ notably
between the “online” and “offline” settings, owing to the
distinct data access constraints inherent in each setup.

Recent studies have emphasized Class Incremental
Learning (CIL) setups that simulate realistic scenarios char-
acterized by ambiguous task boundaries and imbalanced
datasets [17, 18, 23, 41]. Similarly, research has been into
realistic Class Incremental Learning involving data imbal-
ances [10, 34]. However, these investigations have predom-
inantly centered on the offline setting [23, 41], or often fea-
turing moderate imbalances in the online context. Recent
works have begun to explore logit adjustment within the
online setting [29, 60]. However, these investigations pri-
marily concentrate on the conventional setting(equi-sample
distribution across classes), addressing distribution shifts
present in the online setting rather than tackling external, re-
alistic data imbalances. Notably, exploring severe data im-
balances within the online setting remains relatively under-
explored.

2.2. Long-Tailed Classification

The long-tailed classification addresses the extreme class
imbalance issue where many training classes contain a
few training samples while the testing samples are class-
balanced. The major challenge is the classification bias
towards instance-rich (head) classes and poor generaliza-
tion ability in classifying instance-rare (tail) classes. As
the long-tailed classification has been widely studied over
decades [69], we review the existing (i.e. end-to-end) ap-
proaches that are most related to our work. Re-sampling
based methods aim to address class-imbalance issues by
generating balanced training distribution. The typical work
includes over-sampling [59] the instance-rare classes and
under-sampling [4, 22] the instance-rich classes. The most
recent work [25, 26, 49] further applies CutMix [65] as
data augmentation to mitigate the over-fitting and under-
fitting issues caused by naive sampling strategies. Re-
weighting based method balances the loss gradients by as-
signing higher weights on instance-rare and lower weights
on instance-rich classes or data samples. Specifically, the
class level weights in [28, 61] are generated based on the
inverse of class frequency. Furthermore, there are Class-
balanced loss [12], label-distribution-aware-margin loss [5],
balanced softmax [54] and LADE loss [27], which aim to
balance the loss gradients. Two-stage methods [13, 32, 64,
70] focus on decoupling imbalanced feature learning from

balanced classifier learning [58]. However, all the existing
methods require knowing the data distribution in the entire
training set, which is not feasible in the online continual
learning scenario where the new data comes sequentially in
a stream over time. In this study, we draw inspiration from
re-sampling and re-weighting approaches used in Long-Tail
image classification to design an Equalization loss to miti-
gate the severe imbalances present without knowing the en-
tire distribution of the dataset.

2.3. Contrastive Learning

Contrastive learning effectively learns meaningful data rep-
resentations by pulling similar samples closer and pushing
dissimilar ones apart. This approach enables the model to
uncover and leverage the underlying structures and seman-
tics of the data, resulting in representations beneficial for
various downstream tasks [7, 30, 33, 52, 63]. Researchers
have demonstrated that contrastive learning is applicable
in both supervised and unsupervised settings. In unsuper-
vised contrastive learning, data augmentations act as simi-
lar samples, and randomly selected samples from the target
batch act as dissimilar samples [8, 38]. Conversely, in su-
pervised contrastive learning, samples from the same class
are treated as similar, and those from different classes are
considered dissimilar [14, 33].

3. Preliminaries for Long-Tailed Online Con-
tinual Learning

We examine a data distribution characterized by a sig-
nificant long-tailed nature in the context of online con-
tinual learning for supervised image classification tasks.
The long-tailed distribution follows an exponential decay
in sample sizes across classes [5, 54]. This decay is pa-
rameterized by p, the ratio between the most and least ap-
pearing classes. In the OCL setting, the model encoun-
ters a continuous stream of data at each task ¢. In this
setup, at any task ¢, kt represents the number of classes,
and n§ represents the number of samples in class j. Thus,
the number of classes learned up to task ¢ can be repre-
sented as k'*. The training samples at task ¢, denoted as
X, = {zt,yt};i € {1,2,..,k'}, are non-independent and
identically distributed (non i.i.d), drawn from the current
distribution D; (z! represents an image and y! represents its
corresponding label). Within the Online Continual Learn-
ing (OCL) setting, the model’s access is confined to the data
of a specific batch within task ¢, given the sequential flow
of data. Consequently, it remains aware solely of the data
distribution up to that point. This distribution, referred to as
Dy, is subject to change between tasks, transitioning from
Dt to Dt+1-

ER methods involve the utilization of a fixed-size mem-
ory buffer denoted as B. This buffer stores a limited set of
samples from the learned tasks. This stored subset is drawn
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upon for knowledge rehearsal during the learning of subse-
quent tasks. After training on each task ¢ in the continual
learning process, the model is tested on a balanced held-out
test set denoted as X; = {z!, 7!} ;¢ € {1,2,..,k'}. This
test set includes only the classes encountered so far. The
total number of training samples in task ¢ is denoted as n?,

. . .. Et t ¢
and it satisfies the condition ) jony =mnt.
4. Method

Decoupling representation learning from the classification
task has been shown effective in two-stage network ar-
chitectures tackling the problem of long-tailed recogni-
tion [11, 57, 71]. This concept is adapted for the OCL
setting with long-tailed data by developing a two-stage ap-
proach that incorporates contrastive learning in the first
stage and implements an Equalization Loss in the second
stage to address the pronounced imbalances in the data.
The structure of DELTA is depicted in figure 2. We have
included the pseudo code in the supplementary material.

» Stage 1 comprises contrastive learning in the supervised
setting due to the availability of labels in OCL. The moti-
vation to utilize contrastive learning in the long-tailed set-
ting is to cluster similar samples and push apart dissimilar
samples to aid in effective feature learning.

» Stage 2 consists of training just the classification layer of
the network using an Equalization Loss to re-weight the
samples, to fine-tune and obtain a better classifier.

4.1. Stage 1 - Representation Learning

In Online Continual Learning (OCL), where data under-
goes single-pass processing and exhibits a pronounced im-
balance, particularly in long-tail distributions, effectively
learning the underlying feature representations is essential.
Various methodologies within contrastive learning, such
as Barlow Twins [66], SimSiam [9] and BYOL [15], pri-
marily focus on leveraging positive samples for learning.
However, our methodology draws inspiration from Sim-
CLR [7], which employs both positive and negative samples
advantageously. In long-tailed distributions, where many
classes have few samples, the diversity of negative sam-
ples from the more populated classes can help the model
learn more discriminating features for the underrepresented
classes. Additionally, SimCLR heavily relies on aggres-
sive data augmentation strategies to generate positive pairs.
This approach can help mitigate the effects of class im-
balance by ensuring that the model learns robust features
for each class, regardless of its frequency in the dataset.
There are three main components in the contrastive learn-
ing pipeline [7, 43]:
» Data augmentation on the input sample is performed, de-
noted as T = Aug(x).
 The encoder network, represented as Encoder(.), trans-
forms an image sample into a vector embedding, e =

Encoder(z) € RP~, with normalization to the unit
space in RPN,

» The projection network, indicated by Projection(.),
takes the embedding and maps it to a projected vector,
v = Projection(e) € RPP, which is then normalized
using the L2 norm.

The contrastive loss is defined as,

exp(vj - vp/T)

-1
Lcontrasti’vc(ZT) = Z ‘P(.])|

jET perty) ket “oP(vs - p/T)

ey

Br = B; U Aug(By) represents the samples obtained
from the buffer for task ¢, where B; is the set of original
buffer samples and Aug(B;) is their augmented versions.
The index set T identifies elements of Bp excluding the ith
sample. X; (i) refers to all elements in By excluding sample
i. The function P(j) identifies the set of positive samples
in Br that share the same label as sample ¢, but does not
include sample 7 itself. The parameter 7 € R serves as
a temperature factor to modulate class separation, and the
symbol - denotes the dot product operation.

4.2, Stage 2 - Balanced Classifier Learning

In the DELTA framework’s second stage, the goal is to es-
tablish a balanced training environment for the classifier
by decoupling the learning of feature representations from
the classification task. In scenarios with long-tailed distri-
butions, where class distribution is highly imbalanced, a
model trained to minimize empirical risk often underper-
forms on a balanced test dataset due to distribution mis-
match. Cross-entropy loss in such scenarios can result
in learning-biased batches. While many Online Class In-
cremental Learning (OCL) methods [44], employ Cross-
Entropy (CE) loss, this loss function inherently favors the
classification of majority classes, potentially at the expense
of minority class accuracy. To counteract the issue of biased
batch learning, we propose the Equalization Loss (Lgq),
an innovative technique designed for online continual learn-
ing environments. This method is inspired by the balanced
softmax loss [54], which requires the entire data distribu-
tion of the dataset. In Long-Tailed Online Continual Learn-
ing (LTOCL) settings, we cannot access the entire dataset
but obtain the data via continuous streams. Thus, we in-
corporate a task-specific distribution vector, P(k?), which
is updated after encountering a data stream within a task,
as shown in Equation 2. In this context, D, represents the
distribution of samples for task ¢, encompassing both the
training inputs and the exemplars retrieved from the buffer.

D, = [n1,ng, ...np) 2)
P() = [ — = @)

g eeeny

h ? h h
Zi:1 n; Zi:l g Zi:l g
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Figure 2. An overview of the DELTA framework: At task ¢, the current batch of samples(X) and samples retrieved from the memory buffer
(Bt) undergo augmentation (X¢. B:) and are then combined (G}). This combined data is directed sequentially through a dual-stage training
pipeline. In the first stage, the framework utilizes contrastive learning to generate effective data representations involving a contrastive loss
(Leontrastive). During the second stage, the learning approach is decoupled by keeping all layers frozen except for the classification layer
(O"). This targeted training employs the weight equalization loss (I zq) to train a balanced classifier and reduce the shift in future data

representations.

where where {ny,;h = 1,2, .., k¥*} denotes the number of
samples in class h. This vector dynamically characterizes
the sample distribution within each incoming training batch
for a given task .

The logits at the output stage of the classifier is expressed
as O'(I,) = [OY(I,),0%*(I,),...,O¥*=1(1,), ..., Ot (I,)],
respectively, where I, represents the input image sample
to the classifier. For each incoming training batch, we cal-
culate the temporary probability distribution. We then ad-
just the gradients to reflect this distribution by incorporating
P(k?) as a prior vector in the output, a process detailed in
Equation 4.

Lro(0M(1,) = X5 —I,, o([log[(P(K)] + OH(L))]) ()

where I, is the corresponding label for input Iz and o
represents the softmax function. Therefore, the more fre-
quent class of the current training batch with a larger value
in the prior vector P (k') achieves smaller gradients when
we compute the cross-entropy using the adjusted logits and
vice versa. Therefore, effectively address the biased loss
gradients issue in the long-tailed online continual learning
without requiring knowing the data distribution beforehand.

The cornerstone of our Equalization Loss (Lgg) is to
correct gradient disparities by utilizing the temporary distri-
bution vector, thereby bridging the gap between the training
data’s long-tailed nature and the testing data’s balanced na-
ture. In turn, it improves the model’s capacity to effectively
retain and generalize knowledge across different classes.

The overall loss in stagel is represented in Equation 5.

ﬁstagel(Ot(Gt)) = ﬁcontr(zstive(ot(Gt)) (5)

G represents the input samples, the buffer retrieved samples
and their augmented versions. G; = B;|J B: | X: J X:

In stage2, as shown in figure 2, we freeze all the layers
except the classification layer to train the network using the
Equalization Loss to obtain the best classification accuracy,
represented as,

£stag62(0t(Gt)) = £EQ (Ot(Gt)) (6)
4.3. Multi-Exemplar Learning

The discrepancies between long-tailed training distributions
and balanced test distributions pose a significant challenge,
leading to a bias in the learning algorithm towards the train-
ing data due to uneven sample sizes exacerbated in the on-
line setting. To address this, we propose an exemplar se-
lection strategy pairing more than one exemplar with each
training sample to balance the batch composition and miti-
gate bias. This approach preserves the data’s inherent ran-
domness and ensures that exemplar representation aligns
with the distribution vector. As shown in figure 4, the x-
axis denotes the number of exemplars paired per input data
sample.

Our work is among the earliest in exploring multi-
exemplar pairing within the context of OCL. Traditional ap-
proaches [2, 3, 10, 34, 41, 55, 62] typically limit themselves
to matching a single exemplar from the memory buffer with
each sample from the current batch. However, this may not
be advantageous when the number of tasks increases or data
exhibits a high variability. This practice often results in sub-
optimal performance due to the one-off nature of the pro-
cess. Moving beyond the one-exemplar-per-sample restric-
tion for each new batch opens a new direction in OCL. Our
DELTA method incorporates data augmentations before the
training phase, which helps mitigate overfitting despite mul-
tiple encounters with previously learned samples from the
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buffer. Moreover, this repeated exposure to past samples
plays a crucial role in combating catastrophic forgetting and
enhances the accuracy of learned representations.

The empirical risk for any given task ¢ can be formulated
as

Rempf(e) = E(Gt_z,Gt_y)NDGt ‘C(f(Gt_;d ‘9); Gt-y
(N

Where R, f(6) signifies the empirical risk of the model
f for a given task ¢, E represents the expected value, £ de-
notes the loss function, and G , G_ correspond to the im-
ages and their respective labels, consisting of input, buffer
data and their augmented pairs. However, the empirical risk
evaluated on the training dataset does not equate to the true
risk on the test dataset, given that Dy # D+, where Dx
and D+ denote the distributions of the training and test sets,
respectively.

Rtruef(e) = E(Tt,yt)wDTE(f(ft; ‘9)7yt) (3)

Increasing the number of paired exemplars and incorpo-
rating augmentations while balancing each batch are aimed
at enhancing the model’s robustness to input variations and
improving its generalization to a held-out test set. By train-
ing with a dataset enriched to reflect the data’s inherent vari-
ability better, the continual learner is less biased toward the
long-tailed nature of the training data. This approach leads
to more accurate and unbiased estimates of the gradient and
reduces the variance in model updates, facilitating smoother
convergence towards the empirical loss minimum. We aim
to balance the data distribution within each batch more ac-
curately; the likelihood of the model overfitting to specific
training data features is decreased, resulting in improved
generalization performance on unseen data.

5. Experiments

In this section, we first introduce the datasets and our exper-
imental setup. Then, we comprehensively analyze the per-
formance of the current OCL methods in the conventional
and the LT setup. Finally, we conduct ablation studies to
show the effectiveness of each component in our proposed
framework.

5.1. Datasets

We use two publicly available datasets, CIFAR-100 [36]
(100 classes), and the VEN-LT [25] (74 classes). We create
the long-tailed version of Split CIFAR-100 with the imbal-
ance factor p = 0.01, where p represents the ratio between
most frequent and least frequent classes [41]. The smaller
the value of p, the more pronounced the imbalance. Over-
all, the Split CIFAR-100 has over 10K training images with
a maximum of 500 images and a minimum of 5 images per

class. The VEN-LT dataset reflects the real-world food dis-
tribution compared to other datasets. It is long-tailed, con-
taining over 15,000 training images across 74 classes, repre-
senting commonly consumed food categories in the United
States based on the WWEIA database °.

5.2. Implementation Detail

Our implementation is PyTorch [50] based. We use ResNet-
32 for Split CIFAR-100 and ResNet-18 for VEN-LT dataset,
which acts as the Encoder network and for the projection
network we use a fully connected layer to map the rep-
resentations from the encoder to 128-dimensional latent
space [7]. We train the networks from scratch and split the
datasets using fixed seed 1993. The input image size set for
Split CIFAR-100 is 32 x 32, and 224 x 224 for VEN-LT
following the settings suggested in [44]. For CIFAR-100-
LT, we evaluate two configurations: one with 20 tasks, each
comprising five unique classes, and another with 10 tasks,
each containing ten unique classes. For VEN-LT, the di-
vision is into 15 tasks, where the initial task contains four
classes, and each subsequent task consists of five classes,
and another configuration with seven tasks, where the first
task involves 14 classes, and each of the following tasks
includes ten classes. We use a stochastic gradient descent
optimizer with a fixed learning rate of 0.1 and a weight de-
cay of 107*. The training batch size is 16, and the test-
ing batch size is 128. The data (except exemplars) is seen
only once by the model to train for all the experiments. For
our experiments, we implement three memory buffer sizes
(0.5K, 1K, and 2K) for various experience replay methods
and configure single exemplar pairing. For the buffer, we
use random sampling and reservoir update mechanism ex-
tended from [44]. We set the temperature parameter 7 as
0.09, obtained via grid search. We run each experiment 5
times and report the average accuracy in Table 1. We run all
our experiments on a single NVIDIA A40 GPU.

In our work, we employ the publicly accessible im-
plementations of all existing OCL methods, as referenced
in [10, 34, 41, 44, 62], for our comparative analysis. We
have considered an offline OCL method [41] for compari-
son and we implement it in the online setting by running the
method for one epoch and consider only the task-agnostic
setting for fair evaluation. Additionally, we have integrated
a long-tailed data loader into this framework and have im-
plemented our proposed method, DELTA, for a comprehen-
sive comparison.

5.3. Evaluation Metrics

In this work, we employ Average Accuracy to evaluate per-
formance. Average Accuracy assesses the overall perfor-
mance across the testing sets from previously encountered

3https://data.nal.usda.gov/dataset/what-we-eat-america-wweia-
database
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Methods CIFAR100-LT VEN-LT

20 tasks 20 tasks 20 tasks 10 tasks 10 tasks 10 tasks 15 tasks 15 tasks 15 tasks 7 tasks 7 tasks 7 tasks

M=0.5K M=1K M=2K M=0.5K M=1K M=2K M=0.5K M=1K M=2K M=0.5K M=1K M=2K
OnPRO[ICCV 23] | 14.020.44 1628 4+0.81 18.01£0.22 | 1653 £0.55 16.92+0.08 18.85+0.32 [ 11.93+0.04 12.77+£0.07 13.50+£0.05 | 8.02+0.60 938 +0.21 11.84+0.49
SCR[CVPRW °21] | 12.22+0.72 1348 4+090 1588 +0.79 | 16.65+0.90 17.02+0.77 17.58+0.66 || 11.55+0.17 11.82+0.10 1239+0.73 | 7.71 £ 049 9.19 £ 0.46 9.48 + 0.47
ASER[AAAI "21] 8.86+0.30 7.86+£0.61 8.18 £ 0.31 12.68 £0.70 13.76 £0.01 15.90 + 0.91 6.85 + 0.34 7.61 £0.38 7224036 | 746 £ 1.18 7.52+1.09 6.35+0.19
PRS[ECCV °20] 7.61 £ 0.09 7.54+£0.21 7.03 £0.13 7.34 +£0.92 8.95+0.33 9.01 £ 0.39 7.17£0.83 8.724+0.15 8394 0.19 | 785+ 0.50 8.66 £0.22 9.21 £0.30
CBRS[ICML *20] 8.51 £0.19 8.66 £ 0.61 8.91 +0.33 9.50 + 0.48 7224+ 043 7.31+0.08 8.12 £ 0.94 8.35+0.33 8.18+0.44 | 752+ 0.11 7.64 £0.08 7.92 +0.34
GSS[NeurIPS "19] | 5.16+0.10 5224022 509+021 | 897+0.65 10.12+£0.02 996+047 || 586+030 6.01+£091 586+0.06 |592+054 430+£022 4.66+ 0.60
LT-CIL(offline) 3.01 +0.77 2.67 £+ 0.04 2.43 4+ 0.02 1.76 £ 0.11 2.36 +0.25 3.76 + 0.22 1.82 4+ 0.45 2.02 + 0.44 238 +0.08 | 3.084+0.71 2.92+0.04 1.99 4+ 0.31
DELTA (ours) 16.53+0.01 17.71+£0.11 19.93 +0.07 | 20.25 +0.71 21.06 +0.23 2247 +0.51 || 12.5+0.01 13.45+0.02 13.84 +0.01 | 8.00 £0.39 10.41 +0.52 12.84 +0.54

Table 1. Average Accuracy (%) + standard deviation (1) in the long tailed scenario on Split CIFAR-100-LT, VEN-LT with single
exemplar pairing. The best accuracy results are highlighted in boldface

tasks. We have included the forgetting metrics in the sup-
plementary section. Let a; ; be the model’s performance on
the held-out testing set of task j after the model is trained
from task 1 to ¢ [44]. For a total of T tasks :

methods are biased towards the classes appearing in the
task. Our approach demonstrates consistent performance in
terms of accuracy (Table 1)across varying buffer sizes, task
sizes, and imbalance ratios(Table 2).

T .
Average Accuracy -Ap — — S ar, g 55 Ablation Study

T j=1 Effectiveness of dual-stage approach DELTA and Equal-
ization Loss To verify the effectiveness of the dual-stage
approach, we compare the performance in various imbal-
ance ratios ranging from mild to severe imbalance repre-
sentative of real-world scenarios. We showcase the con-
solidated results in Table 2. Additionally, we replace the
Equalization Loss (detailed in section 4.2) with Cross En-
tropy (CE) to showcase the enhancements, whereas CE is
biased toward classes with more number of samples as it
averages the loss over all samples and do not effectively
promote learning in the long-tailed scenario as shown in Ta-
ble 3. In comparison Equalization loss effectively adjusts
the prediction scores based on class frequency making the
model less biased towards the majority classes leading to
improved performance.

5.4. Discussion of Results

In this section, we evaluate the discussed OCL methods un-
der the long-tailed condition (with p = 0.01), using varying
memory buffer sizes across two datasets: Split CIFAR-100
[36], and the VEN-LT [25] dataset. Table 1 reveals that the
average accuracy of current OCL methods is comparatively
low in these long-tailed scenarios. In contrast, as shown in
Table 2, these methods demonstrate improved performance
in conventional settings (p = 1) where the class distribu-
tion is balanced. The diminished performance in long-tailed
scenarios is because existing approaches are not designed
to handle the significant imbalances commonly present in
real-world data. Learning tail classes is challenging in the
online scenario with a single pass over the data, often result-

ing in reduced accuracy, as evidenced in Table 1. Among g‘(l)t(’)a;lance ratio (p) 5 95(in0 - 6((§BiR(?06 ?g;;Ai(‘(’)”; ;)
the existing OCL methgds, SCR anq CBRS outpt?rform oth- 003 4111042 8884047 20214022
ers. SCR achieves this through tightly clustering related 0.07 8344004 9474061  23.60 & 0.09
class embeddings and using an NCM classifier, while CBRS 0.1 6.12+0.35 1026+ 0.38  24.28 + 0.60
benefits from class-balanced sampling. Variations in ex- 1.0 (Conventional) | 20.74 + 040 15794033 33234 0.97

emplar size, ranging from 0.5K to 2K, reveal that the per-
formance of existing OCL methods is inconsistent with in-
creased buffer size. In contrast, our approach demonstrates
consistency and resilience against variations in exemplar
size and task sizes. We attribute the performance gain to our
DELTA method, which incorporates a dual-stage decoupled
learning pipeline with contrastive learning and equalization
loss structure. Utilizing contrastive learning, we effectively
cluster long-tailed samples and integrate EQ loss results in

Table 2. Ablation study for average accuracy (%) with different
imbalance ratios on Split CIFAR-100 for long-tailed distributions
with a fixed exemplar size 2K and with single-exemplar pairing.
Compared against the best performing methods. Smaller the value
of p, greater the imbalance between most frequent and least fre-

quent classes.

- Leontrastive Lce  Lpg | Split CIFAR-100  VEN-LT
more accurately learned representations. In the subsequent v v 16.62 £ 091 991 = 0.28
stage, the decoupling of representation learning allows for a v v 1993 +0.07  13.84 +0.01

more effective classification task facilitated by the EQ loss
(LEg) that addresses data imbalances. We showcase our
method is significantly less biased towards the long-tailed
data after training on the last task in Figure 3, whereas other

Table 3. Ablation study for average accuracy (%) on the loss func-
tion used in stage 1 and stage 2 of DELTA in addition to the Con-
trastive Loss (Lcontrastive)-
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Figure 3. Confusion matrices for DELTA, OnPro [62], and CBRS [10] on CIFAR100-LT with a memory buffer of 2,000 show distinct
patterns. Single-stage methods(OnPro, CBRS) are prone to a bias towards recent tasks, particularly with long-tailed samples, often misclas-
sifying numerous samples as belonging to the latest task classes. DELTA exhibits a reduced bias thanks to its unique decoupled learning
architecture that incorporates a contrastive learner and employs an equalization loss.

Analysis of multi-exemplar pairing As explained in
Section 4.3, we analyze the effect of multi-exemplar pair-
ing within our DELTA method and demonstrate the supe-
riority of our method in terms of learning accuracy, mem-
ory efficiency, and time trade-off (during training) through
multi-exemplar pairing. For every input image sample, we
pair it with one or more exemplars from the buffer, effec-
tively enlarging the training batch size. This strategy aims
to mitigate the variance of gradient estimates compared to
smaller data batches. This reduced variance means the di-
rection of the gradient descent steps is more consistent and
stable, leading to more reliable training progress, even if the
data within those batches is not perfectly balanced. The de-
picted figure 4 presents the average accuracy, average for-
getting, and the duration of training for 20 tasks. We ob-
serve a decline in performance when each input sample is
paired with more than ten exemplars, indicating the onset of
overfitting beyond this threshold. It is to be noted that, the
performance is improved even in the conventional setting
with multi-exemplar pairing as shown in Figure 4 (bottom),
with an average accuracy of 55% with ten times exemplar
paired. With multi-exemplar pairing in the conventional
scenario, we observe from Figure 4 (bottom) that as the sys-
tem becomes increasingly plastic, this comes at the expense
of stability, leading to heightened forgetting. We believe
this is linked to the rapid parameter update and increased
data flow during rehearsal. Although this facilitates quick
learning, it simultaneously risks overwriting the weights re-
sponsible for encoding previously acquired knowledge. Ad-
ditionally, in the conventional case, using equalization loss
may not be entirely advantageous when the inherent ran-
domness present in the data is adjusted.

6. Conclusion

In this work, we focus on long-tailed online class incremen-
tal learning for image classification. We introduce a new

Performance Metrics vs. Number of Exemplars - DELTA (p = 0.01)
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Figure 4. Performance of DELTA at p = 0.01 (top), and DELTA
at p = 1 (conventional) with an increasing number of paired ex-
emplars. The graph displays CIFAR100-LT utilizing a 2K buffer
across 20 tasks.

two-stage method, DELTA, that decouples the learning of
features from the classification task in the online setting
using contrastive learning and an equalization loss. Ad-
ditionally, we present early-stage work on multi-exemplar
pairing in the LTOCL scenario. Our method shows signifi-
cantly improved accuracy compared to existing OCL meth-
ods, showing a great potential to deploy online continual
learning in real-life applications. For future work, we plan
to explore representative exemplar selection within multi-
exemplar pairing in the LTOCL setting to strike a balance
between the stability and plasticity of the continual learner.
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