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Figure 1. Our proposed Street TryOn benchmark and method, contrasted with existing work focusing on studio images and paired training.

Abstract
Most existing methods for virtual try-on focus on studio

person images with a limited range of poses and clean back-
grounds. They can achieve plausible results for this studio
try-on setting by learning to warp a garment image to fit a
person’s body from paired training data, i.e., garment im-
ages paired with images of people wearing the same gar-
ment. Such data is often collected from commercial web-
sites, where each garment is demonstrated both by itself and
on several models. By contrast, it is hard to collect paired
data for in-the-wild scenes, and therefore, virtual try-on for
casual images of people with more diverse poses against
cluttered backgrounds is rarely studied.

In this work, we fill the gap by introducing a StreetTryOn
benchmark to evaluate in-the-wild virtual try-on perfor-
mance and proposing a novel method that can learn it with-
out paired data, from a set of in-the-wild person images
directly. Our method achieves robust performance across
shop and street domains using a novel DensePose warp-
ing correction method combined with diffusion-based con-
ditional inpainting. Our experiments show competitive per-
formance for standard studio try-on tasks and SOTA perfor-
mance for street try-on and cross-domain try-on tasks.

1. Introduction
Virtual try-on methods have advanced rapidly and reached
high levels of performance for transferring garments from
shop images to model person images [9, 14, 22, 24] or from
one model image to another [1, 4, 20, 21]. By contrast,
transferring garments to and from in-the-wild images is
rarely studied. Although the dominant Shop2Model bench-
mark, VITON-HD [3], is getting saturated, virtual try-on
research is still far from robust enough to enable the gen-
eral population to visualize how a garment would look on
their own bodies by taking photos in a casual environment.

Existing virtual try-on methods [1, 4, 9, 14, 20–22, 24]
are typically designed to dress up studio models (Fig. 1-
right) where the models demonstrate garments with a lim-
ited range of poses against clean backgrounds. Such meth-
ods train on image pairs showing the same garment in a
shop view and worn by a model, which enables it to learn
garment warping via a reconstruction loss. While they can
yield high-quality results in the studio setting, these meth-
ods do not transfer well to in-the-wild images (Fig. 1-left),
in which body poses and camera angles are less constrained,
and lighting and backgrounds are more variable. As we will
prove later, existing methods struggle with limb reconstruc-
tion, warping, and background rendering in such images.
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Figure 2. Overview of our proposed virtual try-on method (see text for details).

Since there is no existing dataset to evaluate virtual try-
on in the wild, we introduce a new benchmark in Section 3,
StreetTryOn, derived from the large in-the-wild fashion re-
trieval dataset DeepFashion2 [8] by filtering out the images
that are infeasible for try-on tasks, resulting in a set of 12K
training and 2K test images. Combining with the garment
and person images in VITON-HD dataset [3], we obtain a
suite of try-on tasks with garment and person inputs from
various sources, as shown in Fig. 1. Benchmarking meth-
ods across all these tasks can give a comprehensive idea
of the robustness and cross-domain generalization ability of
different models (i.e., generalization of models trained on
“studio” images to “street” images, and vice versa).

To obtain robust performance on the challenging in-the-
wild try-on tasks, Shop2Street and Street2Street (Fig 1), we
introduce in Section 4 a novel approach for learning vir-
tual try-on from unpaired in-the-wild person images. An
overview of our method is shown in Fig. 2. Comprehensive
evaluation in Section 5 will show that our method outper-
forms all existing methods on our StreetTryOn benchmark
and is competitive on the much more mature VITON-HD
benchmark [3]. Our method is remarkably robust for the
hardest try-on setting, Street2Street, achieving similar re-
sults whether trained on in-domain or out-of-domain data.

2. Related Work
Virtual Try-On Benchmarks. Existing Shop2Model vir-
tual try-on benchmarks include VITON [12], VITON-
HD [3], MPV [5], and DressCode [19], all of which have
paired person and garment images with studio model as per-
son source and ghost mannequin images as garment source.
DeepFashion[18], and UPT [21] datasets have also been
used for Model2Model try-on. However, none of the exist-
ing datasets are representative of in-the-wild try-on settings.
The SHHQ-1.0 dataset [7] has previously been proposed to
evaluate in-the-wild try-on performance. However, at least
25% images in SHHQ-1.0 are studio model images aggre-

gated from the DeepFashion dataset [18] and the African
fashion dataset [11]. Therefore, our proposed StreetTryOn
benchmark is a necessary addition to the literature.
Virtual Try-On Methods. Most of the top-performing
methods for the Shop2Model try-on [9, 13, 14, 16, 22,
24] are trained on paired datasets mentioned above, like
VITON-HD [3] and DressCode [19]. Such methods can
achieve high-quality results on in-domain images, but do
not transfer well to in-the-wild data. Several other works [1,
4, 24] can achieve Model2Model try-on by training on
paired data (people wearing the same outfits in multiple
poses). PASTAGAN [20] and PASTAGAN++ [21] are the
only prior works for Model2Model try-on trained without
paired training data on the UPT dataset [20], but all of them
suffer from the warping for free-form pose and complex
backgrounds of street images.

3. StreetTryOn Benchmark
To explore in-the-wild and cross-domain try-on, we intro-
duce a new benchmark called StreetTryOn, derived from
the existing fashion retrieval dataset DeepFashion2 [8].
DeepFashion2 contains 191, 961 training and 32, 153 test
images of people with diverse poses, outfits and back-
grounds, but unfortunately, most of them cannot directly
be used for virtual try-on since they only show portions of
the body, have large occlusions, non-frontal views, or dark
lighting conditions. To remove such unsuitable images, we
apply a multi-step filtering process using a combination of
provided DeepFashion2 annotations, person detection, and
manual selection, resulting in a clean set of 12, 364 training
and 2, 089 test images.
Benchmark Tasks. The try-on tasks of greatest interest
to us are Street2Street, Shop2Street, and Model2Street
(Fig. 1). For the latter two cross-domain tasks, we obtain the
needed shop and model test images from VITON-HD [3].
For Street2Street, we use the 2, 089 test street images in
StreetTryOn, which are partitioned into two subsets of 909
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“top” images and 1, 190 “dresses.” Then we construct 909
and 1, 190 unpaired (person, garment) test tuples by random
shuffling. For Shop2Street and Model2Street try-on, we
randomly sample 909 garment ghost mannequin images and
909 model images from VITON-HD to construct two sets
of 909 cross-domain (person, garment) test tuples. Com-
bining the above test sets with existing Shop2Model and
Model2Model test sets from VITON-HD gives us a com-
prehensive suite of scenarios for evaluation.

4. Our Try-On Method
Task Definition & Our pipline. Given a person image IH
and a garment image IG

1, our goal is to generate the try-on
image IT with person IH wearing IG. We preprocess IH
and IG to obtain semantic segmentations or parses MH and
MG, as well as DensePose [10] estimates PH and PG.

An shown in the overview in Fig. 2, our try-on inference
pipeline starts by predicting the semantic parse MT for the
try-on output image using a TryOn Parse Estimator. Next,
we predict a flow field f to warp the garment IG to the out-
put pose PH using DensePose correspondence followed by
a trained Warping Correction Module. At the same time,
for the person image IH , we remove the original garment
and inpaint skin regions by a pre-trained diffusion inpainter
with a DensePose ControlNet conditioned on PH . Then,
we combine the warped garment ω(IG, f) and the inpainted
person ĪH to get the composited person I ′T . Finally, we
use the pre-trained diffusion inpainter with a Human Parse
ControlNet conditioned on MT to inpaint a masked garment
boundary to get the final try-on output IT .
TryOn Parse Estimator. The architecture of our parse es-
timator is shown in Fig. 2-b. We encode the target Dense-
Pose PH into a 16 × 16 feature map by a trainable en-
coder as Edp(PH), and set it as the initial feature map of
the StyleGAN. While the initial feature map controls the
pose of predicted parse, we use the style code z of Style-
GAN to control the contents of human parse. In more de-
tail, the style code z is a concatenation of four segment style
codes {ztop, zhair, zpants, zskirt}. Each of the segments
i ∈ {top, hair, pants, skirt} is encoded by a segment en-
coder Eseg as ziH = E(IH⊙M i

H) with the mask M i
H of the

segment i from the source person image IH . At inference
time, the top segment will come from the garment image,
and the rest will come from the person input, so we predict
the human parse as

MT = G({ztopG , zhairH , zpantsH , zskirtH }|Edp(PH)) (1)

where G is the StyleGAN. During training, all segment
codes will come from the same person image, and the model
is trained to reconstruct the original human parse using
cross-entropy loss.

1For simplicity, we use IG to denote the garment image with everything
except for the try-on garment masked out.

Warping Correction Module DensePose is a mapping
from a person image to the coordinate system (UV space)
of a parametrized 3D human model, which can be used
for garment warping directly. In practice, DensePose es-
timation are far from perfect, especially for loose garments,
and direct warping results in missing or misaligned areas.
Thus, we apply a trained correction after the initial Dense-
Pose warping. As shown in the top of Fig. 2-c, we obtain
an initial flow field f̂ by projecting a mesh grid to the UV
space using the garment’s DensePose PG, and then warping
it back to the person’s pose in image space via PH . Next, we
train a correction module that takes in the naive flow f̂ and
adjusts it to obtain the final flow f = C(f̂ |IG, PH ,MT ).

To train the correction module without paired data, we
attempt to reconstruct the person image IH from a perturbed
version ĨH . For ĨH , we apply a cosine perturbation (a noise
that is a cosine function of the grid) to the pixel values of
DensePose PH , which mimics imperfect registration at in-
ference time. Given this synthetic data, we train the correc-
tor C with the same objectives as in prior work [9, 14] with
total variation loss, L1 loss and VGG loss [15].
Garment Removal and Skin Inpainting. To prevent in-
formation leakage from the mask used to remove the old
garment, before rendering the new warped garment, we in-
troduce a separate step of removing the original garment
and inpainting it with as much skin as possible.
Refining the composited image. Finally, to compose the
warped garment ω(IG, f) and the processed person image
ĪH together, we first create a naive composite image ÎT as
ÎT = ĪH⊙e[1−M top

T ]+ω(IG, f)⊙e[M top
T ], where e is an

erosion function and M top
T is the predicted try-on garment

mask. Then, we obtain the final try-on output IT by apply-
ing the second diffusion inpainter on the composite image
ÎT to inpaint the erased gaps and refine the details.

Both of the above steps are accomplished by a pre-
trained Stable Diffusion inpainter [6] combined with Con-
trolNets [23] trained on our own data. Specifically, for skin
inpainting, we train a ControlNet using DensePose PH as
conditioning information, and for the final compositing, we
train a ControlNet with predicted parse MT as conditioning.

5. Experiments
We report performance on the proposed StreetTryOn bench-
mark by running experiments at 512×320 for Street2Street,
Model2Street, and Model2model tests, and 512 × 384 res-
olution for Shop2Street and Shop2Model.

To evaluate the proposed method on the proposed bench-
marks, we compare three training settings for our method:
(1) training with the standard paired VITON-HD training
data; (2) unpaired training with VITON-HD person images
only; (3) unpaired training with StreetTryOn person images.
Garment Transfer from Person Images. Tab. 5, Fig. 3
and Fig. 4 reports results for in-the-wild try-on task

8237



Person Try-On

Garment

Garment

Garment

Garment

Garment

Garment

Garment

Garment

Figure 3. Street2Street Try-On examples for our method.

Person PWS PASTA-
GAN++

Garment

Garment

Garment

OursPASTAGAN++
(street) HR-VTON Person SDAFN FS-VTON HR-VITON StableVITON Ours

Garment

Garment

Garment

GarmentGarment

SDAFN

(a) Comparisons with methods trained on the Model2Model setting (b) Comparison with methods trained on the Shop2Model setting

Figure 4. (a)-top: trained on Model2Street. (a)-bottom: Model2Model. (b)-top: Shop2Street. (b)-bottom: Shop2Model.
Street2Street Model2Street Model2Model

FID ↓ FID ↓ FID ↓
Ours (Paired, VITON-HD) 33.165 34.050 10.961
Ours (Unpaired, VITON-HD) 33.742 34.434 11.040
Ours (Unpaired, StreetTryOn) 33.039 34.191 10.214
FS-VTON [14] 67.009 77.273 13.926
HR-VITON [17] 63.539 55.172 20.404
SDAFN [2] 42.432 44.537 14.316
PWS [1] 84.326 76.889 34.224
PastaGAN++ [21] 67.016 71.090 13.848
PastaGAN++ (street) 67.088 70.461 40.841

Table 1. Evaluation on Street2Street, Model2Street, and
Model2Model tests. We retrain FS-VTON, HR-VTON and SD-
VTON on paired DeepFashion dataset for Model2Model try-on
at 512×320. PWS is trained on paired DeepFashion [18], and
PASTAGAN++ is trained on UPT dataset [20]. PASTAGAN++
(street) is trained on the proposed Street TryOn dataset.

Street2Street, cross-domain task Model2Street, and studio
task Model2Model. All of these take garments from per-
son images (either studio or street). As shown, the prior
methods perform much worse than ours on the three tasks,
because all prior methods suffer from limb reconstruction,
warping, and background rendering. Fig. 3 further proves
that our method can well handle the diverse pose and back-
grounds for Street2Street try-on.
Garment Transfer from Shop Images. Tab. 2 and Fig. 4
presents an evaluation on Shop2Street and Shop2Model
tasks, in which a garment from a ghost mannequin im-
age is transferred to a person image. Although the prior

Shop2Street Shop2Model (VITON-HD)
FID ↓ FID ↓ SSIM ↑ LPIPS ↓

Ours (Paired, VITON-HD) 33.819 9.671 0.840 0.113
Ours (Unpaired, VITON-HD) 35.135 11.675 0.826 0.128
Ours (Unpaired, StreetTryOn) 34.054 11.951 0.823 0.129
SDAFN [2] 62.735 9.400 0.882 0.092
FS-VTON [14] 77.843 9.552 0.883 0.091
HR-VITON [17] 63.516 16.21 0.862 0.109
GP-VTON [22] n.a. 9.197 0.894 0.080
StableVITON [16] 37.085 8.233 0.888 0.073

Table 2. Evaluation on Shop2Street and Shop2Model tests at
512×320 and 512×384 respectively. The methods are retrained
at 512×384 if their released models have a lower resolution. We
resize output images to the resolution for these methods with re-
leased models at higher resolutions.

work shows better performance on their highly-tuned task,
Shop2Model (VITON-HD task), our method gets the best
performance on the cross-domain Shop2Street task, con-
firming both the robustness of our method and the chal-
lenging nature of our Street TryOn benchmark. For most
prior methods, both the warping and rendering steps tend
to fail on out-of-domain street images. Even though the
concurrent work, StableVITON [16], shows significant im-
provement on Shop2Street try-on, it still struggles in limb
reconstruction and background rendering. This proves that
the prior work trained on studio images fails to fully capture
the diverse distribution of in-the-wild person images.
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