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Abstract

Despite their black-box nature, deep learning models are
extensively used in image-based drug discovery to extract
feature vectors from single cells in microscopy images. To
better understand how these networks perform representa-
tion learning, we employ visual explainability techniques
(e.g. Grad-CAM). Our analyses reveal several mechanisms
by which supervised models cheat, exploiting biologically
irrelevant pixels when extracting morphological features
from cellular images, such as noise in the background. This
raises doubts regarding the fidelity of learned single-cell
representations and their relevance for investigating down-
stream biological questions. To address this misalignment
between researcher expectations and machine behavior, we
introduce Grad-CAMO, a novel single-cell interpretability
score for supervised feature extractors. Grad-CAMO mea-
sures the proportion of a model’s attention that is concen-
trated on the cell of interest versus the background. This
metric can be assessed per-cell or averaged across a vali-
dation set, offering a tool to audit individual features vec-
tors or guide the improved design of deep learning archi-
tectures. Importantly, Grad-CAMO seamlessly integrates
into existing workflows, requiring no dataset or model mod-
ifications, and is compatible with both 2D and 3D Cell
Painting data. Additional results are available at https:
//github.com/eigenvivek/Grad-CAMO.

1. Introduction

Drug discovery, screening, and development is a lengthy
and costly process with a high failure rate. This is due in
large part to the numerous discrepancies between cells cul-
tured on 2D surfaces and those inhabiting in vivo cellular
environments [6]. 3D tissue culture techniques, particu-
larly microfluidic-based organ-on-a-chip platforms [1], en-
able the development of cellular disease models that more
closely mimic in vivo biology. When combined with high-
content, high-throughput imaging techniques, such as the

Cell Painting assay [2], these advanced tissue culture ap-
proaches can be used to measure the effect of diverse treat-
ments on 3D cellular morphology. However, for cellular
analyses to scale with the immense rate with which modern
imaging platforms acquire data, we also require computa-
tional methods that automatically transform single cells in
3D Cell Painting images into quantitative representations.

Quantifying the phenotypic effects of experimental per-
turbations from high-throughput imaging assays, a feature
extraction process known as morphological profiling, is a
necessary and challenging step in the analysis of Cell Paint-
ing data. Whereas traditional methods use handcrafted im-
age processing algorithms to extract human-designed de-
scriptors of cellular morphology (e.g. CellProfiler [4]), re-
cent methods have taken a deep learning approach, training
neural networks to extract features learned to be relevant
from raw imaging data [8]. While learned morphological
profiles have been shown to enable better performance in
downstream analysis tasks [9], the question of interpretabil-
ity limits deep learning-based approaches: how can we en-
sure that the morphological profiles extracted by black-box
deep learning models capture biologically relevant informa-
tion about single cells, rather than simply exploiting con-
founding factors present in image data (e.g. batch effects)
to minimize training loss?

Previous work has suggested that pretraining supervised
feature extractors on large, diverse sets of 2D Cell Painting
images can mitigate the impact of confounders on learned
morphological profiles [9]. Unfortunately, for 3D Cell
Painting, there are no open-source imaging databases as ex-
tensive as the JUMP-Cell Painting or Recursion datasets [5,
13], which contain millions of 2D microscopy images
for pretraining deep learning models. This data limita-
tion also precludes the development of self-supervised fea-
ture extractors (e.g. attention-based mechanisms such as
DINO [3]), which have shown promise in 2D Cell Paint-
ing images [10]. As transformer-based models are currently
infeasible in for 3D microscopy data, there remains a need
for quantitative methods to audit the morphological profiles
produced by supervised deep learning models.

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 1. Overview of Grad-CAMO. Given a 3D Cell Painting Z-stack, we first use Cellpose [12] to segment individual cells. Using
segmentation masks, we create cuboid 3D crops centered on single cells. Extending approaches commonly used for 2D Cell Painting
images (e.g. DeepProfiler [9]), we train a 3D EfficientNet [14] to predict the treatment label of an individual cell from a crop. During
inference, held out cells are passed to the trained network and activations at intermediate layers are used as single-cell feature vectors in Rd.
Visualization of feature vectors using UMAP [7] shows single cells are highly separable based on learned morphological profiles. However,
interpretability analysis using Grad-CAM demonstrates that deep learning-based feature extractors do not always pay attention to the cell-
of-interest when forming single-cell morphological profiles (on-target vs. off-target). To quantify the fidelity of learned morphological
profiles, we introduce Grad-CAMO, a single-cell interpretability metric to quantify the level of confounding in a model’s predictions.

To address this need, we propose evaluating learned
morphological profiles with Gradient-weighted Class Ac-
tivation Mapping (Grad-CAM) [11], a technique that uses
the gradients of a convolutional neural network to localize
which regions of an input image the model paid the most at-
tention to when making its prediction. When combined with
single-cell segmentations masks (e.g. from CellPose [12]),
we can measure the proportion of a model’s attention that
overlaps with the cell of interest as compared to the back-
ground. This interpretability metric, which we term Grad-
CAMO (i.e. Grad-CAM Overlap), enables identification of
morphological profiles that faithfully describe biologically
relevant components of the input image, helping to quantify
the influence of confounders on the extracted features.

In our experiments, we demonstrate the utility of Grad-
CAMO for 3D Cell Painting images: using a dataset
of single-cell 3D crops extracted from fluorescence mi-
croscopy Z-stacks, we train a 3D convolutional neural net-
work to predict the treatment label of each cell. Intermedi-
ate activations are extracted and used as single-cell features.
Using Grad-CAMO, we find that only 30% of learned mor-
phological profiles have Grad-CAM localization maps that
meaningfully overlap with the target cell’s segmentation

map. Visualization of the localization maps demonstrates
that supervised feature extractors can cheat by exploiting
irrelevant, non-biological information in microscopy data.

Contributions. We introduce Grad-CAMO, an easily
computed interpretability metric that quantifies to what ex-
tent a single-cell morphological profile represents the cell
of interest. Like the Grad-CAM localization map, Grad-
CAMO is data- and model-agnostic: it can be computed for
any convolutional feature extractor without modification to
the imaging workflow or deep learning architecture. How-
ever, unlike previous interpretability techniques, which only
provide a qualitative assessment of fidelity, Grad-CAMO
provides a quantitative measure of the biological relevance
of the morphological profile for each single cell. This
highlights the utility of our metric for screening compu-
tational pipelines that process millions of cells from high-
throughput imaging data. Although this work primarily fo-
cused on 3D images, Grad-CAMO is also extensible to 2D
Cell Painting images and can be used to explain descrip-
tions made by existing models employed in academia and
industry. The integration of Grad-CAMO into a traditional
single-cell feature extraction pipeline is shown in Figure 1.
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2. Preliminaries

Let I : R3 → RC represent a Z-stack comprising thou-
sands of cells, where I is a function mapping 3D coordi-
nates to pixel intensities in a 3D Cell Painting image with
C fluorescent channels. Let Vi ⊆ I be a single-cell 3D
crop of the Z-stack centered on the i-th cell. Finally, let
Yi ∈ Y = {1, . . . ,K} be a label for the i-th cell, cor-
responding to a categorical dimension (e.g. the treatment
dosage) along which we wish to extract morphological pro-
files for some downstream task. We assume there is at least
one Z-stack for each categorical label and that images come
from wells wherein each cell received the same treatment.

2.1. Supervised Feature Extraction

To extract morphological profiles using supervised learning,
we first train a convolutional neural network fθ to predict Yi

from Vi by minimizing a classification loss with respect to
weights θ over some subset of cells in the Z-stacks. Then, at
inference time, cells not seen by the network during training
are processed by the network and activations at an interme-
diate layer are extracted as learned morphological profiles.
To use explicit notation, let us decouple fθ into a convolu-
tional backbone gφ and a classification head hw such that

Ŷi = fθ(Vi) = (hw ◦ gφ)(Vi) , (1)

where Ŷi is the predicted treatment label for cell Vi. Then,
for a previously unseen cell V, the intermediate activation

A = gφ(V) ∈ RC′×H×W×D (2)

is a representation of the single-cell crop that the network
has learned is useful for predicting the treatment label. This
representation can then be pooled and reshaped into a fea-
ture vector in Rd. Representing 3D Cell Painting images as
a set of single-cell morphological profiles enables numer-
ous downstream machine learning tasks such as clustering
and classification.

2.2. Grad-CAM

While a neural network given sufficient data will eventu-
ally learn to accurately estimate the treatment label of a
single-cell crop, it is not obvious how the network arrived
at its prediction. This calls into the question the fidelity of
the intermediate activation A, as it could ostensibly arise
from a spurious correlation or confounding variable latent
in the input data. To visually explain the decisions made
by a convolutional neural network, we can use Gradient-
weighted Class Activation Mapping (Grad-CAM) [11], an
interpretability technique that exploits the model’s gradients
to produce a localization map highlighting which regions in
the input image led the model to predict a particular label.

Specifically, for a cell that the model predicts received treat-
ment k ∈ Y , the Grad-CAM localization map is a linear
combination of the channels in A, calculated as

G̃ = ReLU

 1

C ′

C′∑
c=1

w(k)
c Ac

 ∈ RH×W×D , (3)

where the weight w(k)
c is computed with per-channel aver-

age pooling:

w(k)
c =

1

HWD

H∑
x=1

W∑
y=1

D∑
z=1

∂Y (k)

∂Ac(x, y, z)
, (4)

where Y (k) is the model’s score for treatment label k (i.e.
the output prior to applying the softmax). This weight cap-
tures the importance of the c-th channel to the network’s
prediction, and the ReLU in Eq. (3) serves to preserve only
those regions that positively influence this prediction.

Note that G̃ only provides a coarse localization since it is
the same shape as A, and intermediate activations at bottle-
neck layers in convolutional neural networks typically have
a much smaller spatial dimensions than the input. There-
fore, we upsample G̃ to match the original dimension of V
using trilinear interpolation and refer to the rescaled Grad-
CAM localization map as G = Trilinear(G̃).

3. Methods
3.1. Grad-CAMO

While Grad-CAM can be used to visually inspect the out-
puts of deep networks, it is infeasible to manually inspect
every localization map for the thousands of cells in a Z-
stack. Therefore, we introduce Grad-CAMO (short for
Grad-CAM Overlap), a single number score to quantify the
concentration of the localization map within the target cell
of interest.

Formally, Grad-CAMO is defined as follows. Let M be
a binary segmentation mask with the same shape as V that
denotes the occupancy of the central cell within the volume.
Let G be the localization map upsampled to match the di-
mensions of V. Then, we can compute the Grad-CAMO
score as

Grad-CAMO(G,M) =
∥vec(G⊙M)∥1

∥vec(G)∥1
, (5)

where ⊙ represents element-wise matrix multiplication.
Grad-CAMO is a model- and data-agnostic score, able to be
automatically computed for any convolutional neural net-
work on either 2D or 3D Cell Painting images. Addition-
ally, although not explored in this work, Grad-CAMO is ex-
tensible to vision transformer-based feature extractors. This
can be accomplished simply by replacing the Grad-CAM
localization map G with the self-attention map produced
by vision transformer models.
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Figure 2. Automatic segmentations produced by Cellpose. Zoomed-in image patches are shown to demonstrate the accuracy of segmen-
tations produced by Cellpose with minimal hyperparameter tuning. 2D segmentation masks were stitched across the z-axis of the 3D Cell
Painting images to form 3D segmentation masks.

3.2. Model Auditing

The Grad-CAMO score ranges from [0, 1], with higher
scores denoting morphological profiles that more closely
relate to the cell of interest. Because this score can be au-
tomatically evaluated for every cell independent of model
architecture, Grad-CAMO can be used to audit supervised
feature extractors, either by filtering cells with biologically
irrelevant morphological profiles or by providing a heuristic
to guide improvements to the design of the feature extrac-
tor. For example, let Dval = {V1, . . . ,VN} be a validation
set of N held-out single-cell crops. For each cell, we can
compute a Grad-CAMO score {s1, . . . , sN}. Optimal de-
sign choices (e.g. what layer to extract features from, what
pooling function to use, etc.) can be empirically determined
by maximizing a central measure of Grad-CAMO over the
validation dataset, e.g. ŝ = 1

N

∑N
i=1 si. Thus, Grad-CAMO

a useful metric for hyperparameter tuning.

3.3. Implementation Details

Single-cell segmentation. We segment individual cells in
3D Cell Painting images using the cyto model in Cell-
pose [12], which only uses the nucleus and cytoplasm chan-
nels in the Z-stack. We do not use the built-in 3D segmen-
tation model, but rather achieve higher performance by in-
dividually segmenting every slice in the Z-stack with the
2D model and combining all slices into a 3D segmenta-

tion mask using a stitch threshold of 0.05. Additional non-
default hyperparameters used include a flow threshold of
0.75, an anisotropy factor of 1.71 (i.e. the ratio of between-
plane pixel spacing to in-plane pixel spacing), and a mini-
mum pixel size of 30 pixels per 2D segmentation mask. A
2D slice of the 3D segmentation masks produced by Cell-
pose is shown in Figure 2.

Using 3D segmentation masks, 128 × 128 × Z single-
cell crops were extracted from the Z-stack images, where
Z = 21 is the total number of slices in the Z-stack. This
was done as nearly all cells spanned the entire z-axis. For
each crop, the cell center was determined as the average
of the minimum and maximum pixel index in the x- and y-
axes of the cell’s 3D segmentation mask. For preprocessing,
channels in each single-cell crop were first rescaled within
[0, 1], then normalized by the mean and variance of rescaled
pixel intensities in the training set. A 2D slice of a single-
cell crop produced by our segmentation and preprocessing
pipeline is shown in Figure 3.

Supervised learning. We trained a 3D EfficientNet-B0 to
predict the treatment label of single-cell crops.1 To ensure
that single-cell crops were divisible by the number of pool-
ing layers in the model, we upsampled all 3D volumes from

1We used an open-source implementation available at https://
github.com/shijianjian/EfficientNet-PyTorch-3D.
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Figure 3. Examples of multi-channel single-cell crops at different dosages. For every cell segmented by Cellpose, a 128 × 128 × 21
crop was extracted from the Z-stack and preprocessed to standardize pixel intensity ranges across samples.

their original size of 128×128×21 voxels to 224×224×64
voxels using trilinear interpolation. After normalization, all
single-cell crops were augmented as follows:
1. Random x- and y-axis flips: in our implementation, the

z-axis is never reversed.
2. Random brightness adjustment: add a random con-

stant intensity from U [0.5, 1.25] to all pixel intensities.
3. Random gamma adjustment: raise all pixel intensities

to a random power sampled from U [0.5, 1.5].
We do not include random crop and resize augmentations as
they alter cell size, a biologically relevant feature that can
provide information about the health of a cell under differ-
ent treatments. All augmentations were applied randomly
with probability p = 0.5. During training, we minimized
cross entropy loss using the Adam optimizer with a learn-
ing rate of 3 × 10−4. All models were trained on a single
NVIDIA A6000 GPU with a batch size of 8 single cells.

Correcting for batch effects. We employ the whitening
transform fit to the control cells as our batch effect correc-
tion strategy. In statistical terms, if x ∈ Rd is a random
feature vector with mean 0 and covariance Σ, the matrix
W ∈ Rd×d performs the whitening transform if Wx has
a covariance matrix equal to identity. That is, the whiten-
ing transform maps samples from a particular distribution
to isotropic Gaussian noise. Given a (centered) data matrix
X ∈ RN×d whose rows are feature vectors from N control
cells, we estimate W = Σ̂− 1

2 via an eigendecomposition of
the sample covariance matrix Σ̂ = 1

NXTX [9]. Cells in the
control group are used to estimate the whitening transform
as they should have identical phenotypic profiles, and thus,
any differences in their features are sampled from the under-
lying noise distribution. Given feature vectors Y ∈ RM×d

from other cells, we use the batch-corrected features WYT .

4. Results
4.1. Dataset

Our 3D Cell Painting dataset was derived from a drug-
induced liver injury study of Hep G2 cells treated with
Stavudine at six different concentrations. Cells were seeded
in a 3D growth medium and cultured for 14 days. Two
wells were cultured at each concentration, and four distinct
sites were imaged per well. Cells were stained with six flu-
orescent dyes including Hoescht (nucleus), Concanavalin
(endoplasmic reticulum), SYTO14 (nucleoli and cytoplas-
mic RNA), Wheat-Germ Agglutinin (cell membrane and
Golgi apparatus), Phalloidin (F-actin cytoskeleton), and Mi-
toTracker (mitochondria) [2]. 3D Cell Painting data were
acquired using six channels at 20× magnification and an
anisotropic voxel spacing of 0.3505 µm × 0.3505 µm ×
0.6 µm. For each volume, 21 slices were acquired along
the z-axis.

Segmentation with Cellpose enumerated 52,311 cells
across all biological and technical replicates (Table 1),
which were subsequently processed into a dataset of single-

Table 1. 3D Cell Painting dataset. Six treatment groups were cul-
tured with two biological replicates and four technical replicates.
Cell counts were estimated using segmentations from Cellpose.

Treatment Dose Well Number of Cells

Control D02, D03 9,313
0.06× B02, B03 4,119
0.32× C02, C03 10,182
1.60× G02, G03 9,468
8.00× F02, F03 9,813
40.0× E02, E03 9,416
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Figure 4. (A) UMAP and Grad-CAM. UMAP embedding of features extracted from the single cells in the test set shows that the different
treatment labels are highly separable: ( ) Control, ( ) 0.06×, ( ) 0.32×, ( ) 1.60×, ( ) 8.00×, and ( ) 40.0×. Correction for batch
effects is accomplished via a whitening transform. However, cells also cluster by site (•, ×, ■, +), demonstrating the effect of confounding
on learned morphological profiles. (B) Where is the model looking? Using Grad-CAM, we identify three patterns in model attention
during deep morphological profiling: concentrating on the central cell, a neighboring cell, or the background. In these localization maps,
red denotes higher attention. For visualization purposes, only render the central slice of the Z-stack and overlay associated slice in the
Grad-CAM localization map.

cell crops. Partial cells on the boundary of a Z-stack were
removed from the dataset and are not included in the total
cell counts in Table 1. To mitigate the potential for data
leakage between the training and testing datasets, we used
a leave-wells-out validation strategy, training all models on
cells from wells in the second column of the plate and eval-
uated on cells in the third column. A subset of cells within
the training set were used as a held-out validation set for an
early stopping criterion.

4.2. Visualizing Learned Morphological Profiles

A 3D EfficientNet-B0 was trained to predict the treatment
label of single-cell crops for ten epochs (or roughly two
hours). This short training time was sufficient for both train-
ing and validation accuracy to plateau at 92% and 89%,
respectively, demonstrating the simplicity of this classifi-
cation task for convolutional models. At the end of each
epoch, morphological profiles were extracted from single
cells in the test set and visualized using UMAP (Figure 4A).
Prior to dimensionality reduction, a whitening transform
centered on cells in the control group was performed on ex-
tracted features in an attempt to eliminate batch effects. Vi-
sualization of the learned morphological profiles following
batch correction demonstrates that cells in the test set are
also highly separable. That is, deep learning strategies ex-
trapolated from 2D use-cases are also able to learn represen-
tations of 3D Cell Painting images that are discriminatory
based on a categorical variable (here, the model achieves

85% accuracy on the test set). However, high classification
accuracy belies a strong source of confounding in the ex-
tracted features: cells in the UMAP cluster not only by the
treatment dose, but also by which of the four sites the cell
was imaged from (i.e. cells also cluster by technical repli-
cate). While the whitening transform removes this source
of variation for control cells by mapping their morpholog-
ical profiles to a standard Gaussian distribution, this batch
correction method is insufficient to recover faithful morpho-
logical representations for the other treatment doses.

Visualizing Grad-CAM localization maps reveals three
distinct attention patterns when the model is predicting the
treatment of a previously unseen cell: (1) the model con-
centrates on the central cell of interest, as intended; (2)
the model concentrates on the morphology of a neighboring
cell; and (3) the model concentrates on some biologically ir-
relevant noise in the background of the image. These three
modes are visualized in Figure 4B.

This experiment illustrates two mechanisms by which
the morphological profiles estimated by supervised machine
learning models are misaligned with the expectations of hu-
man practitioners. First, we see that models achieve high
accuracy by sometimes classifying neighboring cells, per-
haps because the neighbors in these cases closely resem-
ble a cell in the training set. However, this is incongruous
with our assumption that single-cell feature vectors are de-
scribing the central cell in a 3D crop. Second, this visual-
ization also demonstrates that supervised feature extractors
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(A) How to compute Grad-CAMO (B) Grad-CAMO score distribution by dose and site
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Figure 5. (A) Example Grad-CAMO scores. Grad-CAMO is calculated as the proportion of the model’s Grad-CAM localization map
that lies within the segmentation mask of the central cell. (B) Grad-CAMO scores computed over the entire testing set. Distributions
are grouped by treatment dose and which site in the well was imaged (i.e. technical replicate): ( ) Site 1, ( ) Site 2, ( ) Site 3, ( ) Site 4.

can simply cheat by exploiting non-biological information
in microscopy data. In the examples in Figure 4B, there
are no human-discernible features in the background of the
image that would enable the practitioner to determine the
treatment received by these cells. While the UMAP embed-
ding demonstrates highly distinct clusters, visual interpreta-
tion of these morphological profiles show that deep learning
models do not always capture the biological information we
expect them to.

4.3. Computing Grad-CAMO Scores

Visualizing Grad-CAM localization maps helps diagnose
failure modes for supervised feature extractors. However,
manually inspecting every morphological profile in this
manner would be too labor-intensive. To efficiently evalu-
ate our trained model, we instead compute the Grad-CAMO
score for every cell in the test set.

An illustration of how Grad-CAMO is calculated is
shown in Figure 5A. In the first example, the Grad-CAM
localization map is centered on the cell of interest as de-
sired, resulting in a Grad-CAMO score of 0.94. In the sec-
ond example, the model concentrates on the unusual cellular
morphology, highlighting the absence of a round nucleus.
However, the model also concentrates on neighboring cells,
resulting in a Grad-CAMO score of 0.24. In the final ex-
ample, the model only concentrates on a neighboring cell
and receives a Grad-CAMO score of 0.11. Cells in the test
set had an average Grad-CAMO score of 0.26± 0.34. Plots
of the distribution of Grad-CAMO scores, grouped by treat-
ment dose and site, show that batch effects present in certain
treatment dosages confound the morphological profiles ex-
tracted by this model (Figure 5B).

While the model achieves high classification accuracy on
the test set and feature vectors visualized via UMAP cluster
neatly, analysis with Grad-CAMO demonstrates that these
single-cell morphological profiles have low interpretability
and poorly represent the central cell in each crop. In fact,
we find that only 30% of learned morphological profiles
have Grad-CAM localization maps that significantly over-
lap with the cell’s segmentation map (using a Grad-CAMO
score of 0.25 as a cutoff).

Filtering morphological profiles with low Grad-CAMO
scores is a potential strategy for removing additional batch
effects. For example, see the UMAP in Figure 1, which
only plots morphological profiles with a Grad-CAMO score
greater than 0.25. However, this removes roughly 13,000
cells from the dataset, reducing the power of the study. Al-
ternatively, Grad-CAMO could be used to evaluate differ-
ent design choices for a feature extraction pipeline. After
determination of an optimal model architecture, low Grad-
CAMO can be used to filter outlier cells with unrepresen-
tative morphological profiles. From a performance point of
view, Grad-CAMO is a fast and memory-efficient operation
that can be calculated in parallel with the feature extrac-
tion step, increasing computational overhead from 22 min to
34 min for 23,000 cells on a single GPU. Computing Grad-
CAMO on an entire dataset can also trivially be parallelized
across multiple GPUs.

5. Discussion
Given the critical importance of single-cell feature extrac-
tion for numerous downstream biological tasks (e.g. mea-
suring dose response, elucidating mechanisms of action,
or predicting clinical outcomes, etc.), ensuring the fidelity
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and interpretability of morphological profiles is paramount.
Deep learning-based feature extraction has many advan-
tages over classical image processing pipelines using man-
ually engineered features. For example, deep models are
more computationally efficient, as they execute on the GPU,
and are therefore better suited for high-throughput imaging
data. Most importantly, they can learn rich feature repre-
sentations that describe phenotypes not captured by hand-
crafted metrics. However, the increased expressiveness of
black-box models comes at a cost: our experiments iden-
tify multiple mechanisms by which the features extracted
by neural networks are misaligned with the expectations of
human analysts, including describing the morphologies of
neighboring cells or simply cheating by exploiting imper-
ceptible noise patterns in the image background.

Grad-CAMO, our proposed explainability metric, can
distill the degree of biological relevance of a morphological
profile using a simple and interpretable score. This score
can be evaluated per-sample, to filter unrepresentative mor-
phological profiles, or across an entire dataset, to measure
the impact of various architectural design choices on fea-
ture extraction pipelines. Maximizing Grad-CAMO serves
to optimize the fidelity of morphological profiles to cells
of interest while maintaining the superior expressiveness of
deep learning models. To this end, Grad-CAMO can be
used to align the capabilities of powerful supervised feature
extractors with our expectations of how they perform repre-
sentation learning.

By improving the explainability and interpretability of
supervised deep learning models, Grad-CAMO has the po-
tential to improve the utility of single-cell morphological
profiles. To conclude, we outline future directions for Grad-
CAMO that we are curious to explore.

Grad-CAMO as a heuristic for hyperparameter tuning.
The design space of feature extraction pipelines is incred-
ibly large, comprising multiple data preprocessing strate-
gies, augmentation options, convolutional backbones, lay-
ers for feature extraction, choices of pooling layers, etc.
Oftentimes, design choices are made arbitrarily, and in the
absence of a specified downstream task for which there are
ground truth labels, evaluation of these choices is difficult.
To overcome this challenge, Grad-CAMO can serve as a
heuristic to evaluate the impact of different architectural
choices.

Grad-CAMO as a regularizer during training. It is de-
sirable that the morphological profile extracted by a deep
learning model represent the central cell in a 3D crop, in-
stead of a neighboring cell or the background. This can be
enforced during training by using Grad-CAMO as a regu-
larizer. That is, rather than throwing away single-cell seg-
mentation masks after data preprocessing, these labels can

be used to compute Grad-CAMO during training. In addi-
tion to a classification loss, we can also minimize negative
Grad-CAMO computed across all cells. This form of reg-
ularization will condition intermediate activations of neural
networks to focus on the central cell.

Grad-CAMO for vision transformers. A particularly
interesting extension of Grad-CAMO is its application to
transformer-based feature extractors. Unlike convolutional
architectures, vision transformers have a built-in mecha-
nism that enables visual explainability: the self-attention
map. The self-attention map can be used in place of
the Grad-CAM localization map to calculate Grad-CAMO
for vision transformers. The current lack of open-source
datasets of 3D Cell Painting images hinders the develop-
ment of fully self-supervised 3D vision transformers for
morphological profiling. However, supervised transformer-
based models can also exploit the insights gained by
through Grad-CAMO to quantitative measure the quality of
morphological profiles obtained by this increasingly impor-
tant class models.
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