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Abstract

Volumetric biomedical microscopy has the potential to
increase the diagnostic information extracted from clin-
ical tissue specimens and improve the diagnostic ac-
curacy of both human pathologists and computational
pathology models. Unfortunately, barriers to integrat-
ing 3-dimensional (3D) volumetric microscopy into clini-
cal medicine include long imaging times, poor depth/z-axis
resolution, and an insufficient amount of high-quality volu-
metric data. Leveraging the abundance of high-resolution
2D microscopy data, we introduce masked slice diffusion
for super-resolution (MSDSR), which exploits the inherent
equivalence in the data-generating distribution across all
spatial dimensions of biological specimens. This intrinsic
characteristic allows for super-resolution models trained on
high-resolution images from one plane (e.g., XY) to effec-
tively generalize to others (XZ, YZ), overcoming the tradi-
tional dependency on orientation. We focus on the appli-
cation of MSDSR to stimulated Raman histology (SRH), an
optical imaging modality for biological specimen analysis
and intraoperative diagnosis, characterized by its rapid ac-
quisition of high-resolution 2D images but slow and costly
optical z-sectioning. To evaluate MSDSR’s efficacy, we in-
troduce a new performance metric, SliceFID, and demon-
strate MSDSR’s superior performance over baseline mod-
els through extensive evaluations. Our findings reveal that
MSDSR not only significantly enhances the quality and res-
olution of 3D volumetric data, but also addresses major ob-
stacles hindering the broader application of 3D volumetric
microscopy in clinical diagnostics and biomedical research.

1. Introduction
Biomedical microscopy is an essential imaging method

and diagnostic modality in clinical medicine and biomed-
ical research. Digital pathology and whole-slide images
(WSIs) are now ubiquitous in computational pathology,
leading to an increased role of computer vision and ma-
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Figure 1. Super-resolution of biomedical volumes with 2D su-
pervision. Volumetric microscopy images have a data distribu-
tion agnostic to tissue orientation and spatial dimension. Here,
we present a method for leveraging this intrinsic characteristic by
super-resolving low-resolution volumes using a conditional diffu-
sion model trained on 2D high-resolution images.

chine learning-based approaches for analyzing microscopy
data. Recent research has shown that 3-dimensional (3D)
volumetric microscopy can improve the diagnostic yield of
surgical specimens and diagnostic accuracy of both human
pathologists and computational pathology models [14, 53].
Diagnostic histoarchitectural and cytologic structures are
three-dimensional, such as chromatin structure, microvilli,
and perivascular rosette formation [2]. The major barri-
ers to integrating 3D volumetric microscopy into clinical
medicine and biomedical research are (1) long imaging
times, (2) poor depth (z-plane) resolution, and (3) insuffi-
cient high-quality 3D volumetric data. Importantly, high-
quality, high-resolution, open-source 2D microscopy data
is abundantly available, such as images from The Cancer
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Genome Atlas (TCGA), The Digital Brain Tumor Atlas
(DBTA) [42], and OpenSRH [22].

Here, we explore the open computer vision question of
how to use high-resolution 2D microscopy data alone to
improve the resolution of 3D volumetric microscopy, es-
pecially in the low-resolution z-plane or depth axis. We
introduce masked slice diffusion for super-resolution (MS-
DSR), which leverages the observation that all three spatial
dimensions share the same underlying data-generating dis-
tribution for biological specimens. For example, biological
specimens sampled at the time of surgery for cancer diagno-
sis lack a spatial orientation and, therefore, microscopy im-
ages obtained in any imaging plane are valid images for can-
cer diagnoses. The lack of orientation (e.g. up-down, left-
right, front-back) allows super-resolution models trained in
any given 2D plane, such as XY, to generalize to any other,
such as XZ or YZ.

We evaluate MSDSR using a label-free optical imaging
modality that is used for biological specimen analysis and
intraoperative diagnosis, called stimulated Raman histology
(SRH) [12]. SRH is ideally suited for volumetric super-
resolution because high-resolution 2D images are readily
obtained, but z-sections through the depth of the specimen
are slow and costly to obtain. Our major contributions are:
1. We introduce MSDSR, a conditional diffusion-based, 3D

volumetric super-resolution method that only requires
2D supervision.

2. We introduce a new volumetric, unpaired, perceptual
quality metric, SliceFID.

3. MSDSR outperforms both interpolation and UNet base-
lines on image quality metrics, including SliceFID.

2. Related Work
2.1. Denoising diffusion models

Generating high-fidelity, high-resolution images is a
challenging task in computer vision. Generative mod-
els have recently gained popularity and media attention
for natural image generation given a prompt or condition
[41, 45]. In particular, Denoising Diffusion Probabilistic
Models (DDPMs) [18] have shown state-of-the-art results
on image synthesis [8], using a UNet architecture to itera-
tively transform random noise into the learned data distri-
bution. However, these models suffer from heavy compu-
tational requirements compared to earlier methods such as
variational autoencoders (VAEs) [26] and generative adver-
sarial networks (GANs) [15] due to the iterative sampling
process. Denoising diffusion implicit models (DDIMs)
[49] accelerate the sampling process of DDPM using non-
Markovian processes. Latent diffusion models (LDMs) [43]
further improve image quality and reduce computational re-
quirements by performing the diffusion process on a latent
space with lower dimensionality.

2.2. Image super-resolution

Super-resolution is the process of increasing the pixel
resolution of an image. There exist several non-parametric
methods for image super-resolution, such as nearest neigh-
bor, linear, bilinear, and bicubic interpolation [48].

Regression-based methods such as SRCNN [10], LIIF
[4], EDSR [31] and SwinIR [30] directly learn mappings
from low-resolution to high-resolution images with a pixel-
wise loss. Generation-based methods are trained to generate
a new image based on the input low-resolution image, such
as SRGAN [28]; CycleGAN [58], an image-to-image trans-
lation method, can be used to convert low-resolution images
to high-resolution with unpaired data [25].

Image super-resolution with diffusion models is typi-
cally achieved with conditional diffusion, where the orig-
inal image is used as a condition during the reverse diffu-
sion process [44]. Stable Diffusion [43] enabled efficient
high-resolution image super-resolution by combining la-
tent diffusion and conditional diffusion. Recent work com-
bines conditional diffusion with GANs for better quality
and faster inference speed [56]. Aside from conditional
diffusion, there are also diffusion-based super-resolution
methods that either incorporate the input image in the de-
noising objective, such as DDRM [24], or directly perform
iterative reverse diffusion on the low-resolution image, such
as IDM [13], and ResShift [57].

2.3. Super-resolution for biomedical imaging

In radiological imaging, acquiring low-resolution im-
ages has the advantage of decreasing imaging time, ra-
diation exposure, and motion artifacts. Super-resolution
can then be used to interpolate information corrupted or
lost during image acquisition. The majority of previous
work on biomedical super-resolution has focused on radi-
ological images, such as computed tomography (CT) or
magnetic resonance imaging (MRI). Classical interpola-
tion and reconstruction methods for medical images based
on image processing methods and modeling the acquisi-
tion process have been studied [16]. More recently, deep
learning-based methods have gained prominence, including
UNet [9, 37], autoencoder [46, 47], and GAN frameworks
[1, 17, 32, 34, 35, 59].

Progress has been made in enhancing 3D medical im-
ages, such as within radiology. Due to high computational
complexity, many existing works combine 2D methods with
some modifications for 3D consistency. Spatially aware in-
terpolation network (SAINT) [40] utilized a 2D convolu-
tional network for slice interpolation and a residual fusion
network to ensure 3D consistency. Sood et al. [50] used
a GAN to generate novel fields-of-view using neighbor-
ing slices as conditioning, resulting in through-plane super-
resolution and a more detailed 3D volume. Kudo et al. [27]
applied a conditional GAN to enhance the generative diver-
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A. 2D masked slice diffusion model training B. 3D volume super-resolution
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Figure 2. MSDSR overview. A. MSDSR is trained with a diffusion network conditioned on row-wise masks of the ground-truth high-
resolution image. During the reverse diffusion process, a random masking ratio from 1/2 to 1/8 introduces these rows at random locations
to give contextual structure when de-noising. The model then learns to interpolate the noised data in between the mask to produce a
high-fidelity 2D image. B. During 3D inference, the low-resolution z-stack volume is sliced in both the XZ and YZ dimensions, producing
low-resolution 2D images. The rows of these images are then treated as an evenly spaced mask interlacing random noise when individually
fed into the model. These mixtures are then up-scaled by the model to produce high-resolution volumes and are then averaged together to
generate a restored isotropic z-stack.

sity by incorporating the image information. Xia et al. [55]
combined optical flow interpolation with a GAN to gener-
ate an auxiliary image as supervision to guide image syn-
thesis. Finally, ArSSR [54] allowed arbitrary scale super-
resolution of 3D MRIs via implicit neural representation.

Most recently, diffusion models have demonstrated re-
markable effectiveness, and there have been a few studies to
use diffusion models for 3D medical image super-resolution
[3, 5–7, 29, 39, 52]. [7, 29, 39] are particularly relevant to
our work, as they all attempted to use 2D diffusion models
for 3D super-resolution. [7, 29] performed super-resolution
on 3D MRI/CT by performing 2D super-resolution on per-
pendicular slices, but still require ground truth 3D high-
resolution images to supervise model training. DiffuseIR
[39] trained a diffusion model for super-resolution using
2D slices, but did not perform 3D reconstruction of the en-
tire volume. Furthermore, the previous works focused on
single-channel MRI and electron microscopy data, whereas
SRH generates multi-channel images.

2.4. Deep Learning applications in SRH

There have been many existing works on applying deep
learning methods to SRH images, most of them focusing
on classification tasks such as brain tumor subtype classifi-
cation [20, 38], molecular classification of diffuse glioma
types [19], or whole-slide classification [21, 23]. Some
prior works applied generative methods to denoising 2D
SRH images [33, 36]. Lyu et al. [33] applied diffusion-

based image restoration to 3D SRH z-stacks, but only to
denoise each XY slice independently. To the best of our
knowledge, this work is the first that attempts to super-
resolve entire 3D SRH z-stack volumes.

3. Methods
The key motivation behind MSDSR is that different spa-

tial dimensions of biomedical microscopy are equivalent
and all views of 3D structures are orientation invariant.
Thus, different slices of an isotropic 3D microscopy volume
are 2D slices from the same underlying data-generating dis-
tribution. MSDSR leverages this observation and models
the distribution using 2D images. The overall model ar-
chitecture consists of the masked slice diffusion model and
volume super-resolution inference, as described in figure 2.

Given a low-resolution volume XL ∈ Rn×n×ℓ, where
ℓ < n, we want to predict an isotropic high-resolution vol-
ume XH ∈ Rn×n×n. Without high-resolution volume su-
pervision, it is challenging to model p(XH) directly. We
approximate the conditional probability of high-resolution
volumes by modeling slices independently:

p
(
XH

∣∣XL
)
≈

n∏
i=1

p
(
XH

[i,:,:]

∣∣∣XL
[i,:,:]

)
; (1)

p
(
XH

∣∣XL
)
≈

n∏
j=1

p
(
XH

[:,j,:]

∣∣∣XL
[:,j,:]

)
, (2)
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where XL
[i,:,:], X

L
[:,j,:] ∈ Rℓ×n are YZ and XZ cross

sections of the low-resolution volume XL, respectively;
and XH

[i,:,:], X
H
[:,j,:] ∈ Rn×n are high-resolution YZ, XZ

slices of XH , respectively. Here, p(XH
[i,:,:]|X

L
[i,:,:]) and

p(XH
[:,j,:]|X

L
[:,j,:]) are the conditional probability of the high-

resolution YZ and XZ slices, given low-resolution YZ and
XZ images with less rows in the Z dimension. Since XY,
XZ, and YZ are from the same underlying distribution, it
is equivalent to maximize the likelihood p(xH |xL), where
xH ∈ Rn×n is a high-resolution 2D image, and xL ∈ Rℓ×n

is a lower resolution observation that can be simulated by
downsampling or masking at training time. Since high-
resolution 3D data is challenging and expensive to acquire,
training with 2D images allows us to learn a better model
by leveraging more data.

3.1. Masked slice diffusion

We train a DDPM to generate a high-resolution 2D im-
age xH , conditioned on the paired low-resolution image
xL. During training, we simulate the paired low-resolution
image by removing rows of the high-resolution image.
We obtain high-resolution images from the XY plane, and
the trained model still applies well to XZ and YZ super-
resolution due to the dimensional equivalence of SRH mi-
croscopy. Following the key results in [18], forward diffu-
sion is a fixed process that gradually adds Gaussian noise
to the image following a noise schedule β, for a total of T
steps. At each step t,

xH
t ∼ N

(√
ᾱtx

H , (1− ᾱt) I
)
, (3)

where αt = 1− βt, and ᾱt =
∏t

s=1 αs.
During the reverse diffusion process, we condition xH

t

by interlacing it with the simulated low-resolution image.
We sample ℓ ∼ Uniform([ℓmin, ℓmax]) number of rows to in-
clude as the condition, where ℓmin,ℓmax are hyperparameters
such that 0 < ℓmin < ℓmax < n. S ∼ Uniform([1, n], ℓ) is a
set of random ℓ indices drawn without replacement for each
row to be interlaced into xH

t . We create a row-wise binary
mask b to combine the partially denoised image at timestep
t and the low-resolution image condition:

b = [1S(1), . . . ,1S(n)]
⊤ (4)

c(xH
t , xH , b) = b ∗ xH + (1− b) ∗ xH

t , (5)

where 1(·) is the indicator function, and ∗ denotes element-
wise multiplication with broadcasting.

The masked slice diffusion model ϵθ in the reverse diffu-
sion process is optimized using the variational lower bound
on the negative log-likelihood with the objective function
(i.e. the simplified objective from [18]):

L = ExH ,b,ϵ∼N (0,I),t

[∥∥b ∗ ϵ− ϵθ
(
c(xH

t , xH , b), t
)∥∥] .

(6)

3.2. Volume super-resolution inference

To generate high-resolution volumes, we use our masked
slice diffusion model to infer high-quality YZ and XZ slices
along the X and Y axes:

X̂H
Y Z = Concat

[
f
(
XL

[1,:,:]

)
, . . . , f

(
XL

[n,:,:]

)]
; (7)

X̂H
XZ = Concat

[
f
(
XL

[:,1,:]

)
, . . . , f

(
XL

[:,n,:]

)]
, (8)

where f is the full reverse diffusion restoration process of
our masked slice diffusion model, including sampling xT ,
denoising and interlacing the observed low-resolution im-
age at each time step. During the restoration process, each
of the m slices along an axis is super-resolved indepen-
dently. This independence does not reflect the physical
structure we are trying to render, as neighboring slices are
correlated. As a result, concatenation artifacts may form
along the slices orthogonal to the inference axes. To elimi-
nate the independence of inferences between planes, we use
averaging to combine the volumes super-resolved in both
directions:

X̂H =
X̂H

Y Z + X̂H
XZ

2
. (9)

As shown in section 5, this straightforward method achieves
good empirical results in reducing inconsistencies and con-
catenation artifacts on the super-resolved volumes. A pseu-
docode of the MSDSR inference process is in algorithm 1.

Algorithm 1 MSDSR volume inference in PyTorch style.

def superresolve_along_axis(x):
# x: transposed low res image of shape [n 3 l n]

high_res_ims = []
mask = arange(0, n, n // l) # assume l is a factor of n

for i in range(n): # for each low res slice

# interlace random noise with the observation
x_T = randn_like(x[i])
x_T[:, mask, :] = x[i]

# full reverse diffusion restoration process
high_res_ims.append(msdsr.restore(x_T))

return stack(high_res_ims)

def superresolve_volume(xl):
# xl: low res image of shape [3 n n l] (CHWZ)

# transpose and superresolve xl in XZ slices
xl_xz = rearrange(xl, "c h w z -> h c z w")
xh_xz = superresolve_along_axis(xl_xz)
xh_xz = rearrange(xh_xz, "h c z w -> c h w z")

# transpose and superresolve xl in YZ slices
xl_yz = rearrange(xl, "c h w z -> w c z h")
xh_yz = superresolve_along_axis(xl_yz)
xh_yz = rearrange(xh_yz, "w c z h -> c h w z")

# return high resolution volume
return (xh_yz + xh_xz) / 2
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4. Experimentation

We evaluated MSDSR on a z-stacked volumetric stim-
ulated Raman histology (SRH) dataset and compared the
results to interpolation and UNet baselines.

4.1. Data description

Our z-stacked SRH dataset was collected using tu-
mor specimens from patients who underwent brain tumor
biopsy or resection at the University of Michigan. This
study was approved by the Institutional Review Board
(HUM00083059), and informed consent was obtained from
each patient before imaging. The z-stacked SRH imaging of
fresh surgical specimens follows the imaging protocol de-
scribed in [22]. Each slide has a 0.5×0.5 mm2 field of view
and a 1000×1000 pixel resolution. The slides are imaged at
an initial depth of 20 µm, and the laser focus is adjusted for
each subsequent slice for virtual sectioning. Each z-stacked
volume has a z-resolution of 1 µm for 20 z-sections. These
z-stacks are not isotropic due to the physical limitations of
optical sectioning, imaging time, and cost. Our data ingest
and image processing pipeline also follows [22], with each
whole-slide image volume being patched into 256×256×20
pixels3 tiles. Every patch is also subsequently denoised us-
ing RSCD [33] before model development and validation.

Our z-stacked dataset consists of 1129 whole-slide im-
ages from a total of 300 patients, spanning a wide range of
brain tumor types, including glioma, meningioma, metas-
tases, pituitary adenoma, schwannoma, and other less com-
mon central nervous system tumors. The dataset is split
into training and validation sets, with 241 patients for model
training and 59 patients for validation. Additionally, a key
advantage of MSDSR is that it does not require training data
to be volumetric. As a result, we also utilized a larger 2D
SRH dataset consisting of SRH images from 1021 patients
for masked slice training.

4.2. Implementation details

MSDSR architecture and training. Our MSDSR model
is implemented using DDPM with 274M parameters. Based
on the depth field of view of our SRH images, we crop our
input images to 48 × 48. Our DDPM model utilizes a co-
sine noise scheduler with T = 1000 steps. The model is
supervised with an L1 loss and optimized using AdamW,
with a base learning rate of 10−7 and a cosine learn rate
scheduler with a 10% warmup. The model was trained until
convergence with an effective batch size of 256.

At training time, we condition the reverse diffusion pro-
cess by randomly masking rows of high-resolution images,
as described in section 3.1. The number of rows to be used
as the condition is randomly drawn from a uniform distribu-
tion, with ℓmin = 5 and ℓmax = 20. These parameters were
selected based on our z-stacked SRH dataset: ℓmax = 20

matches the resolution of existing data (at half resolution
relative to XY slices); and ℓmin = 5 matches data collected
with 4× speed up, resulting in a z-resolution that is 1/8 of
X- and Y-resolution.

MS-UNet baseline. We applied our masked slice training
approach to a UNet architecture (MS-UNet). We use the
same strategy to train the model using high-resolution im-
ages interlaced with random noise rows as input. An L1 loss
between the prediction and the ground truth high-resolution
2D image was used to supervise model training. The UNet
model was trained with a base learning rate of 10−3, with
other hyperparameters kept the same as MSDSR training.

End-to-end (E2E) UNet baseline. In addition to masked
slice training, we also trained an end-to-end UNet to inter-
polate two different slides. The end-to-end UNet has the
same architecture as the MS-UNet, except it takes a six-
channel input consisting of two RGB slices Xi and Xi+2.
The model outputs the slice Xi+1 between the two input
slices and is supervised with an L1 loss function. All hy-
perparameters are the same as MS-UNet training.

4.3. Evaluation protocol

Paired 2D evaluation. We evaluate the model by com-
paring super-resolved images with their high-resolution
ground-truths. We uniformly mask 24, 36, and 42 rows
from high-resolution 2D images for 2×, 4×, and 8× super-
resolution tasks, respectively. We report FID and SSIM as
quantitative metrics.

Unpaired 3D evaluation. We evaluate 3D super-
resolution using the z-stacked SRH images as described in
section 4.1. It is challenging to apply FID, an unpaired met-
ric, to volumetric SRH data because it requires a learned
embedding space to measure the similarity of the data dis-
tribution. Prior work, such as 3D-FID [11] and FVD [51],
use specialized volumetric feature extractors to compute
embeddings, which is not feasible for our z-stacked SRH
dataset. Thus, we propose an evaluation metric, SliceFID,
to measure the quality of restored z-stack microscopy data.

SliceFID is motivated by the domain knowledge that XY,
YZ, and XZ slices of an isotropic 3D volume are different
views of the same underlying biological structures and fol-
low the same data distribution. Therefore, we can utilize the
FID to compute the distance between a set of high-quality
two-dimensional images and each of the XY, YZ, and XZ
slices of the generated image. The FID score in each axis in-
forms the perceptual quality of images along each axis, and
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2× super-resolution 4× super-resolution 8× super-resolution
FID SSIM FID SSIM FID SSIM

NN 90.0 0.714 244.8 0.426 450.4 0.228
Bilinear 31.6 0.727 134.0 0.442 314.6 0.241

MS-UNet 24.9 0.825 66.8 0.628 163.4 0.419
MSDSR (Ours) 21.0 0.678 21.5 0.486 22.3 0.284

Table 1. Paired 2D evaluation metrics. We present the FID and SSIM scores of our models and baselines on 2D paired data with a scaling
factor ranging from 2× to 8×. These comparisons come from inference on high-resolution 2D images. While MS-UNet achieves a higher
SSIM, images super-resolved by MS-UNet are perceptually blurry. NN, nearest neighbor, bilinear, bilinear interpolation.

SliceFID is defined as the average of these per-axis metrics:

SliceFID(xH , X̂) =
1

3

[
FID(xH , sliceXY(X̂))+

FID(xH , sliceXZ(X̂)) + FID(xH , sliceYZ(X̂))
]
, (10)

where xH ∈ Rk×h×w is a set of k high-quality ground truth
2D images, X̂ ∈ Rm×h×w×z is a set of m super-resolved
volumes, and sliceXY(X̂) ∈ Rmz×h×w, sliceXZ(X̂) ∈
Rmh×w×z and sliceYZ(X̂) ∈ Rmw×h×z are the generated
volumes in XY, XZ, and YZ slices, respectively.

5. Results
5.1. MSDSR paired 2D evaluation

In this section, we evaluate MSDSR on a paired 2D
super-resolution task and compare it to interpolation and
UNet baselines. Table 1 summarizes the quantitative met-
rics, and a panel of super-resolved examples with various
numbers of conditioning rows is shown in figure 3.

Quantitatively, MSDSR outperforms all baseline meth-
ods on FID across all super-resolution tasks. MS-UNet
achieves the best SSIM metric across all tasks but produces
perceptually blurry images. MSDSR outperforms nearest
neighbor and bilinear interpolation baselines in SSIM with
a larger super-resolution scaling factor (4× and 8×).

Visually, MSDSR generates high-fidelity images similar
to the paired ground truth, where NN and bilinear interpola-
tion generate images with significant blurring and artifacts.
MS-UNet produces overly smooth images, with missing de-
tails in cellular structures and background objects. MSDSR
consistently recovers relevant cellular features (e.g., shape,
chromatin, cytoplasm) with increasingly lower-resolution
input images while maintaining realistic details, making it
the only robust super-resolution method benchmarked.

5.2. MSDSR 3D Inference Evaluation

To evaluate the quality of generated z-stack volumes, we
use SliceFID to assess the volumetric image quality along
each of the XY, YZ, and XZ planes, as well as their av-
erage for a holistic evaluation. Table 2 shows SliceFID

NN Ground
Truth

MSDSR
(Ours)Bilinear MS-UNet

24/48

12/48

6/48

# Cond
Rows

24/48

12/48

6/48

Figure 3. Paired 2D evaluation. We compare the images gen-
erated by MSDSR and other baselines to the paired ground truth
image. # cond rows, number of conditioning rows, NN, nearest
neighbor, bilinear, bilinear interpolation.

and its components, and figure 4 shows a sample super-
resolved volume for each model, across three different
super-resolution scaling factors.

Overall, MSDSR achieves the best SliceFID score across
all super-resolution tasks. Non-parametric interpolation
methods (i.e., NN and bilinear) have a low FID score along
the XY plane because they naively interpolate information
between the XY slices in the z-direction, leaving the in-
put data intact. As a result, YZ and XZ images generated
by these methods are unrealistic and contain jittering and
stretching artifacts due to the sparsity of the input data on
the plane. Both UNet-based models achieved better perfor-

6971



2× super-resolution FID 4x super-resolution FID 8× super-resolution FID
XY YZ XZ SliceFID XY YZ XZ SliceFID XY YZ XZ SliceFID

NN 24.7 197.9 166.2 129.6 24.8 357.7 354.6 245.7 25.1 530.8 447.2 334.4
Bilinear 30.6 62.0 60.6 51.1 29.3 179.1 162.7 123.7 27.3 355.0 357.3 246.5

E2E UNet 43.9 73.0 63.4 60.1 58.7 179.8 167.9 135.4 70.9 311.9 298.7 227.2
MS-UNet 38.8 46.2 55.0 46.6 58.0 98.9 95.8 84.2 103.9 224.4 189.6 172.7

MSDSR (Ours) 16.2 28.9 31.4 25.5 25.5 37.1 35.8 32.8 107.4 61.9 56.7 75.3

Table 2. 3D super-resolution metrics. We present the SliceFID score and its components for MSDSR and MS-UNet along with our
baseline methods. NN, nearest neighbor, bilinear, bilinear interpolation, E2E UNet, end-to-end UNet.

NN MSDSR
(Ours)Bilinear MS-UNetE2E UNet

2x

4x

8x

Figure 4. 3D super-resolution results. We compare 3D volumet-
ric super-resolution inference across three different input scalings.
NN, nearest neighbor, bilinear, bilinear interpolation, E2E UNet,
end-to-end UNet.

mance compared to the non-parametric methods, but they
both generate overly smooth images, lacking detail in the
nuclei and cytoplasm of the cells. The naive E2E UNet
had worse results because it only models images in the
XY plane and is only trained using a fixed 2-micron inter-
val. When inferencing with a lower resolution condition,
the E2E model relies on a recursive strategy to predict in-
termediate slices and amplifies any mistakes made during
the process. While MS-UNet performs better, it still gen-
erates smoothed images that are not realistic. In compari-
son, MSDSR performs the best and generates high-fidelity
volumes, with cellular and background textures remaining
available. As condition image resolution decreases, MS-
DSR still maintains consistent and reasonable images, al-
beit at a mildly worse quality.

Ablation studies. We investigate the effect of averaging
inferences from both XZ and YZ directions, as well as us-
ing Gaussian blur as a post-processing step. Quantitative

Average
+ blur

Average
(Ours)

YZ
inference

2x
XZ

inferenceNN

4x

8x

Figure 5. Ablation study on inference direction and Gaussian
blur. We compare 3D volumetric super-resolution inference using
ablated models across three different input scalings. NN, nearest
neighbor, average, averaging XZ and YZ inference.

SliceFID metrics are reported in tables 3 and 4, respectively.
Examples of super-resolved volumes are shown in figure
5. Inferencing along a single direction results in noticeable
stitching artifacts for 4× and 8× super-resolved images, es-
pecially in the planes orthogonal to the inference plane, both
visually and quantitatively. This results from aggregating
independent inferences that are plausible solutions during
individual slice inference, given a lower resolution condi-
tion. Averaging XZ and YZ alleviates the artifact, but does
not completely remove it. Applying Gaussian blur is an-
other way to reduce the stitching artifact, especially in 8×
super-resolution task, but it also reduces the overall sharp-
ness of the prediction.

6. Conclusion

Our study presents a novel approach, masked slice dif-
fusion for super-resolution (MSDSR), to enhance the reso-
lution of 3D volumetric biomedical images utilizing 2D su-
pervision. We demonstrated that MSDSR can leverage the
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2× super-resolution FID 4× super-resolution FID 8× super-resolution FID
XY YZ XZ SliceFID XY YZ XZ SliceFID XY YZ XZ SliceFID

MSDSR-XZ 14.5 28.1 27.9 23.5 23.5 38.8 28.1 30.1 88.5 103.9 25.6 72.7
MSDSR-YZ 15.1 27.1 28.0 23.4 26.6 28.6 36.3 30.5 102.8 27.3 100.7 76.9

Table 3. 3D ablation FID metrics. We present the SliceFID score and its components for MSDSR ablated for inference in only a single
dimension. MSDSR-XZ represents performing inference solely in the XZ dimension, with the analogous MSDSR-YZ. We can observe a
significant performance drop on the planes orthogonal to the inference plane, most likely due to a stitching artifact.

SR scale Method XY (∆) YZ (∆) XZ (∆) SliceFID (∆)

MSDSR-XZ + blur 23.5 (+9.0) 34.3 (+6.2) 37.9 (+10.0) 31.9 (+8.4)
2× MSDSR-YZ + blur 24.0 (+9.0) 38.5 (+11.4) 37.3 (+9.4) 33.3 (+9.9)

MSDSR + blur 30.7 (+14.5) 44.2 (+15.3) 45.4 (+14.0) 40.1 (+14.6)

MSDSR-XZ + blur 26.3 (+2.8) 39.1 (+0.3) 34.7 (+6.7) 33.4 (+3.3)
4× MSDSR-YZ + blur 28.5 (+1.9) 36.1 (+7.5) 41.0 (+4.7) 35.2 (+4.7)

MSDSR + blur 32.7 (+7.2) 43.5 (+6.3) 45.0 (+9.2) 40.4 (+7.6)

MSDSR-XZ + blur 72.5 (-16.0) 88.5 (-15.3) 30.2 (+4.6) 63.7 (-8.9)
8× MSDSR-YZ + blur 84.7 (-18.1) 30.9 (+3.5) 79.7 (-21.0) 65.1 (-11.9)

MSDSR + blur 101.2 (-6.2) 62.1 (+0.2) 59.5 (+2.8) 74.3 (-1.1)

Table 4. 3D Gaussian blur ablation FID metrics. 3× 3× 3 Gaussian blur post-processing degrades the model performance for 2× and
4× super-resolution, but offers a boost for the 8× task, especially in the planes orthogonal to the inference plane. Differences to FID scores
before Gaussian blurring are reported in parentheses (∆). SR scale, super-resolution scale.

inherent similarity in data-generating distributions across
spatial dimensions of biological specimens, enabling effec-
tive generalization from 2D to 3D. Our proposed method
significantly surpasses traditional interpolation and UNet
baselines across various image quality metrics, notably
through our newly introduced SliceFID metric, emphasiz-
ing MSDSR’s efficacy in generating high-quality, realistic
volumetric reconstructions from low-resolution inputs.

Limitations. While MSDSR has shown promising re-
sults, it is not without limitations. The primary challenge
lies in the method’s current reliance on synthesizing slices
independently, which can lead to inconsistencies in 3D vol-
umetric reconstructions. This approach, while effective for
enhancing individual slices, does not fully exploit the spa-
tial correlations inherent in 3D structures, potentially affect-
ing the consistency of the reconstructed volumes. Further-
more, the computational demands of our method, particu-
larly for high-resolution volumetric data, pose challenges
for real-time clinical applications.

Broader impact. The broader impact of MSDSR extends
beyond the technical achievements in biomedical imaging.
By significantly improving the resolution and quality of 3D
volumetric microscopy, our work has the potential to ad-
vance diagnostic accuracy, enhance the understanding of

complex biological structures, and facilitate the develop-
ment of novel therapeutic strategies. Furthermore, by re-
ducing the dependency on high-resolution 3D data, MS-
DSR can democratize access to advanced imaging tech-
nologies, particularly in resource-constrained settings, ul-
timately contributing to the global efforts to bridge the
healthcare divide.
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