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Abstract

In this study, we demonstrate the possibility of finding
interpretable, domain-appropriate models of biological im-
ages, and propose that such a strategy can be used to de-
rive scientific insight in domains involving raw data. This
is achieved by the novel, concerted application of exist-
ing methods, namely, disentangled representation learn-
ing, sparse deep neural network training and symbolic re-
gression. We demonstrate their relevance to the field of
bioimaging using a well-studied test problem of classify-
ing cell states in microscopy data. We find that such meth-
ods can produce highly parsimonious models that achieve
∼ 98% of the accuracy of black-box benchmark mod-
els, with a tiny fraction of the complexity, and greater
domain-appropriateness, as tested by adversarial attacks.
As such, we provide proof of concept that interpretable,
high-performing models can be used to produce scientific
explanations of some underlying biological phenomenon.

1. Introduction
Advances in artificial intelligence have enabled data-driven
modes of scientific discovery, where observations play a key
role in an inductive process of theory construction. Deep
neural networks (DNN) in particular present some unique
strengths, owing to their high expressivity, which enables
high performance on a broad range of tasks. Moreover, they
can be trained using a general-purpose heuristic - gradient
descent via backpropagation - and they are capable of effec-
tively dealing with raw forms of data such as images and au-
dio. This latter property makes them ideal for fields heavily
dependent on the analysis of raw data, such as bio-imaging
[28] and astrophysics [36].

However, DNNs also possess some properties that may
be detrimental to scientific discovery. The most glaring
is their complexity, which renders them inherently un-
interpretable. Moreover, the high complexity of a DNN
trained on a task would generally exceed the minimal func-
tion complexity required to conduct the task, in violation of
Occam’s razor. This also exposes them to the risk of “short-

cut learning” [13], where the model learns to perform a task
in undesirable ways - this may include the use of domain-
inappropriate input features.

Hence, DNNs typically achieve high performance at
the expense of interpretability and domain-appropriateness.
The picture is one of an “accuracy-simplicity trade-off”,
where the former is gained at the expense of the latter. How-
ever, an alternate view holds that for a given task, there
may exist a broad set of maximal performance models, a
“Rashomon set” [3, 35], that includes both interpretable,
domain-appropriate models as well as un-interpretable,
domain-inappropriate ones. We aim to demonstrate the cor-
rectness of this latter view by finding high-performance,
interpretable models for a well-studied test problem in
bioimaging.

Several factors make bioimaging an ideal domain of ap-
plication for deep-learning-based scientific discovery. The
introduction of tools such as high-throughput microscopy
has led to an explosion in the availability of bioimaging data
[28, 42]. Furthermore, these data take the form of images,
which typically include complex biological structures and a
great deal of noise. They are therefore typically difficult to
analyze without the aid of computational techniques [10].
Moreover, the sheer complexity of biological systems such
as living cells often necessitates the use of tools that can
extract high-level patterns and regularities, such as DNNs.

2. Prior work
Machine learning has been used extensively for the data-
driven discovery of scientific rules. Early work focused on
discovery of symbolic physical laws in tabular data, where
input variables are associated with semantic labels. This in-
cludes the BACON and DALTON programs [21–23], and the
series of genetic evolution algorithms developed afterward
[9, 16, 20, 33, 40].

Deep learning and advances in computer vision have fa-
cilitated the use of raw data, such as images or audio, where
the input variables (e.g., pixels) do not carry semantic labels
in themselves. Work here has largely involved representa-
tion learning, including the discovery of minimal state vari-
able representations [6] or disentangled representations that
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can be used for downstream tasks [37, 38, 44]. Deep learn-
ing has been employed extensively in the cell biology field,
which typically involves complex raw data [18, 26, 27].

Many approaches enforce domain-appropriateness by
adding explicit constraints embodying prior knowledge. In
physics, this has involving the enforcement of known phys-
ical laws [5, 17, 29] or the use of graph neural networks
[24, 43] or neural production rules [15] to explicitly model
interactions between physical entities.

Despite this progress, a gap remains in the development
of interpretable, mathematically flexible, and minimal mod-
els of raw data. Existing applications of symbolic regres-
sion have relied on tabular data. Where raw data has been
used, the models are either un-interpretable [6], restricted in
mathematical form [44] or sensitive to domain-irrelevant as-
pects of the input [37]. Moreover, some widely used expla-
nation methods such as SHAP [25], LIME [30] or GRAD-
CAM [34] operate by creating local surrogate models of the
underlying black box model; the target model itself remains
un-interpretable [32]. While these explanations reveal some
insight into the behavior of a black box model, they fall
short of providing a reliable, comprehensive account of its
operations [31].

3. Goal and strategy
The aim of the this study is to provide proof of concept
that it is possible to obtain models of raw data that are si-
multaneously interpretable, domain-appropriate and high-
performing. Moreover, we suggest that existing deep-
learning methods are sufficient for the task, when applied in
a novel framework. We assess our strategy on a test prob-
lem, taken from the field of bioimaging.

3.1. The test problem: classifying chromatin mor-
phology in live-cell microscopy data

The scientific question on which we tested our models
is, “what distinguishes a cell in interphase from one in
metaphase?”, where these are distinct stages of the cell
cycle. The input data for our models are single-cell im-
ages taken via fluorescence microscopy, where fluores-
cently tagged histone markers are used to enable visualiza-
tion of chromatin. The target output is the associated cell
state label: interphase or metaphase.

Prior knowledge informs us that the distinguishing char-
acteristic relates to the organization of chromatin within the
cells. When a cell is in interphase, the chromatin is dis-
tributed very diffusely around the nucleus. However, when
it is in metaphase, the chromatin is aligned very sharply
along an axis, in preparation for cell division. These dif-
ferences are apparent in the microscopy data (see Fig. 7 for
examples).

The image dataset comprising cells in each of these two
stages, was acquired using cell culture, high-throughput flu-

orescence microscopy and automated cell tracking [2, 37,
39, 41]. In these experimental datasets, we cultured MDCK
(Madin-Darby Canine Kidney) cells. Pixel intensities in the
image dataset correspond to the density of chromatin.

Each image contains a central cell, as well as the neigh-
boring cells around them, and a great deal of noise. We
identify three domain constraints against which to evaluate
our models.
1. The models use only information relevant to chromatin

organization of the target cell (i.e., not the neighboring
cells). This arises from the definition of “cell state” as a
property specific to the state of one cell.

2. Model outputs are invariant to transformations that af-
fect the spatial orientation of our images (e.g., rotations).
This is because these factors in turn depend only on the
spatial orientation of the microscope, and not on the un-
derlying biological system itself.

3. Model outputs are insensitive to noise in the image.
Our dataset consisted of 3929 metaphase images and

4092 interphase images. We used a 90% : 10% split be-
tween our training and testing sets.

3.2. The strategy

We chose three main methods for increasing the parsimony
and interpretability of our deep-learning-based models:
1. Disentangled representation learning: The discovery

of a semantic latent representation, whose elements cor-
respond to separate concepts. Representation learning
models can transform raw data into semantically mean-
ingful data, which can be used for downstream tasks
such as classification. For this, we use a β-TCVAE [7].

2. Sparse neural network training: Training of mini-
mally connected neural networks that select inputs dis-
criminately and minimize the complexity of the learnt
function.

3. Symbolic regression: Discovery of high-performing
symbolic expression models, using the latent features
deemed relevant by the sparse training procedure.
Our general approach is to train multiple models on the

test problem, including some that use these methods and
some that do not. We then analyze these models to assess
the impact of these methods on the criteria of performance,
interpretability and domain-appropriateness. For the latter
criterion, we employ adversarial attacks to discover those
image perturbations that can induce changes in classifica-
tion, then compare those with our pre-established domain
constraints (Sec. 3.1).

To this end, we train four different model types, of dif-
fering interpretability, on our test problem. In order of in-
creasing interpretability, they are:
1. Scheme 1: Dense CNN + Dense Head: Dense convolu-

tional neural network, followed by a dense classification
head comprised of fully-connected layers.
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2. Scheme 2: β-TCVAE + Dense Head: Convolutional
β-TCVAE followed by a fully-connected dense classifi-
cation head.

3. Scheme 3: β-TCVAE + Sparse Head: Convolutional
β-TCVAE followed by a sparse classification head.

4. Scheme 4: β-TCVAE + Symbolic expression: Convo-
lutional β-TCVAE, whose latent variables are related to
the model output by a symbolic expression.
Scheme 1 models are completely un-interpretable; they

act as a baseline for the interpretability assessment of
Scheme 2-4 models. These latter models rely on a seman-
tic latent space. Scheme 2 models use a highly complex
classification function while Scheme 3 & 4 models use sim-
pler functions. Crucially, Scheme 4 models are completely
interpretable - they express the classification function as a
mathematical expression based on the β-TCVAE latent rep-
resentation. Scheme 3 models are interpretable as well, al-
beit, as we shall see, with more difficulty (see Sec. 5.3).

4. Methods
4.1. Total Correlation VAE

The Total Correlation Variational Autoencoder (β-TCVAE)
[7] is a variant of the variational autoencoder (VAE) [19].
The VAE is a latent variable model that consists of an en-
coder network that compresses the input data into a prob-
abilistic latent representation, and a decoder network that
reconstructs the original input from this latent vector. The
β-TCVAE is a variant of the VAE that has been designed
specifically to produce disentangled latent spaces, where
separate latent variables encode separate concepts. When
applied on images, these may correspond to visual concepts
such as size and shape.

We trained the model on roughly 2.1 million images ran-
domly sampled from our microscope footage. We extracted
64× 64 pixel crops around each cell, which corresponds to
roughly 21.3µm along each side.

4.2. Sparsity: RigL

For sparse neural network training, we use a dynamic prun-
ing algorithm known as RigL [11]. This algorithm is
premised on the “lottery ticket hypothesis”, which states
that dense neural networks will contain sub-networks that,
when trained in isolation, can achieve test performance
that matches the original dense network [12]. The general
aim of sparse training algorithms is to identify this sub-
network. RigL achieves this by dynamically pruning and
re-growing connections at fixed intervals during training.
When “pruned”, a connection weight is set to zero, and it
ceases to update during training.

We adapt this algorithm by introducing a “warm-up”
period at the beginning of training where the network is
trained densely, and we implement two post-training prun-

ing steps that remove unnecessary connections from the fi-
nal network. Details can be found in the supplementary ma-
terial.

4.3. Symbolic regression

Symbolic regression is a method to identify analytic expres-
sions that approximate the output of an arbitrary function or
dataset. We used PYSR [8], an open-source symbolic re-
gression package that runs a genetic evolutionary algorithm
[20] to optimize symbolic expressions with respect to some
fitness metric, with alternating rounds of mutation and tour-
nament selection. This metric typically accounts for both
the performance and complexity of the expressions.

4.4. Adversarial attacks

To assess the robustness of our classification networks, we
implement a simple and efficient adversarial attack known
as the Fast Gradient Sign Method (FGSM) [14]. This attack
transforms some input data x with predicted class label y,
such that the perturbed data x̃ is classified by the model into
another class ỹ. FGSM forms x̃ by adding to x some per-
turbation η; i.e., x̃ = x+ η. This perturbation is calculated
based on the sign of the gradient of the loss function L with
respect to the input x:

η = ϵ sign(∇xL(θ,x, y)), (1)

where ϵ is the pre-specified perturbation magnitude and θ
represents the network parameters.

5. Results
5.1. Disentangling image factors

When trained, the reconstructions produced by the β-
TCVAE sufficiently captured the distinct morphological
features of the cells in the dataset. Moreover, the β-TCVAE
managed to extract disentangled latent features that were
interpretable, including four that encode central cell mor-
phology (Fig. 1). These include two that encode the size of
the central cell chromatin signature (z3 & z29), and two that
encode the eccentricity of this signature (z17 & z21). Prior
knowledge would inform us that only these four central cell
morphology features would be relevant to cell state classifi-
cation. The challenge was to assess whether our classifica-
tion models conform to this assumption.

5.2. Cell state classification

For classification, we investigated the four model schemes
introduced in Sec. 3.2. In Scheme 1, a Dense CNN reduces
the input image to a feature vector, which is then processed
by the dense fully-connected head. In Schemes 2, 3 & 4, the
input is the latent representation of the image produced by
the β-TCVAE. All models f reduce the input x to a single
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Figure 1. Latent-space traversals of variables that encode central cell chromatin organization.

output scalar f(x), which is used to make the classification
y following:

y =

{
interphase, if f(x) < 0

metaphase, if f(x) ≥ 0.
(2)

For training Scheme 3 models, we found the optimal
sparsity level using the hyper-parameter search program
OPTUNA [1]. For each scheme, we trained ten models
(Tab. 1). More details on the acquisition of Scheme 4
models (involving symbolic expressions) can be found in
Sec. 5.4. Strikingly, the enormous decrease in complexity
of the classification head from Scheme 2 to 4 is accompa-
nied only by a relatively minor decrease in performance,
as measured by testing accuracy. For example, on average,
Scheme 3 models attain 98% of the accuracy of Scheme 2
models, with only 2.2% of the active weight count and 2.1%
of the expression size. Meanwhile, Scheme 4 models also
attain about 98% of the accuracy of Scheme 2 models, but
with only 0.2% of the expression size.

5.3. Sparse network analysis (scheme 3)

To assess the interpretability of our sparse networks, we
chose our highest-performing Scheme 3 model (with 97.3%
test accuracy) and inspected its behavior across its input
space. The full topology of this model is shown in the sup-
plementary material.

Strikingly, we find that the model has learnt that the min-
imal set of required input features corresponds exactly to the
latent variables that encode central cell morphology (Fig. 1)
and ignored those describing the neighborhood. In fact, this
was true of all ten of our Scheme 3 models.

Our strategy for analyzing this network was to decom-
pose it into a few sub-networks then study the behavior of
their outputs (their “response”) across their input spaces.
This is only possible due to the sparsity of the overall net-
work, which enables decomposition into a sensible number
of sub-networks with low-dimensional input spaces. Sub-

z3 z17 z21 z29

(a) Sub-network topology. Grayed out connec-
tions belong the network but not to the sub-
network.
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	��
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(b) Response curve.

Figure 2. Sub-network 1. This sub-network responds to nuclear
size.

network 1 is shown in Fig. 2, while sub-networks 2, 3 & 4
are shown in Figs. 3 and 4.
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Scheme Encoder Head No. of head weights Head expression size Accuracy
1 CNN Dense 1040 9697 99.7± 0.1%
2 VAE Dense 1040 8641 99.0± 0.1%
3 VAE Sparse 23± 2 180± 20 97.0± 0.2%
4 VAE Symbolic N/A 17± 7 97.4± 0.2%

Table 1. Testing performance across ten models within each scheme. Errors represent the standard deviation across ten models from each
scheme. No. of head weights is the number of active connection weights. Head expression size is the number of nodes in the expression tree
equivalent to the model concerned. For Scheme 1-3, head expression size is calculated according to a method outlined in the supplementary
material.

�� ��� ��� ����� ��� ��� ����� ��� ��� ���

Figure 3. Topologies for sub-networks 2, 3, & 4 respectively (left to right). Grayed out connections belong the network but not to the
sub-network.

Sub-network 1 accepts only the cell size variable z29.
The response curve reveals non-monotonic overall behav-
ior; however, in the vicinity of z29 = 0, higher z29 mono-
tonically elicits a higher response. Therefore, this sub-
network responds to cell size in a straightforward fashion.
However, we observe that its response is wholly constrained
to the positive region, suggesting that this sub-network on
its own cannot be decisive for classification.

Sub-network 2 accepts both size variables (z3 & z29) as
input, and its response can be interpreted as a direct measure
of cell size; it generally increases with increasing z3 and
decreasing z29.

Sub-network 3 accepts both eccentricity variables as in-
put, and its response can be interpreted as an orientation-
independent measure of eccentricity; it is greatest as
z17, z21 = 0, which corresponds to maximal roundness,
and decreases in radial fashion from the origin. Hence,
the response behaves similarly with respect to both of the
orientation-sensitive inputs z17 & z21.

Sub-network 4 receives the outputs of both sub-networks
2 & 3 (hereafter, “zsize” and “zround” respectively) as in-
puts, and its response serves as a contribution to the re-
sponse of the overall network. We observe that the response
is most sensitive to zsize; for any value of zround, changes

in zsize are sufficient to determine the classification. Sensi-
tivity to zround is comparably smaller. Finally, we observe
that the response of sub-network 4 is pre-dominantly nega-
tive; hence in most cases, the output of sub-network 1 is re-
quired to push the final output into the positive range, which
entails classification of metaphase.

From our brief study of this particular sparse network,
we can therefore list some of its learned insights about the
underlying system:

1. Cell state is determined primarily by cell size: Ec-
centricity terms z17 & z21 influence the final output only
through zround, whose impact is marginal relative to that
of zsize. Moreover, in most cases, the output of sub-
network 1 (which is dependent only on z29) is required
to push the final output into the positive region.

2. Metaphase cells tend to be smaller than interphase
cells: The network response is typically increased by in-
creasing z29 and decreasing z3.

3. Metaphase cells tend to be more eccentric than in-
terphase cells: For any fixed value of zsize, decreasing
zround will increase the response value of sub-network
4 in most cases.

4. Cell state is independent of spatial orientation: z17 &
z21 are treated virtually equally. These variables influ-
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Figure 4. Response maps for sub-networks 2, 3, & 4 respectively (left to right). Colored contour lines represent the response value at each
point in the latent sub-space. Gray arrows represent the gradient of the response value. Images are decoded traversals in latent space along
the axis of each latent variable. In the sub-network 4 map (right), zround and zsize refer to the output of sub-networks 2 & 3 respectively.

ence the final network output only through the response
of sub-network 3 (“zround”), and its response map is
symmetric about the z17 = z21 line.
In summary, we were able to gain significant insight into

the behavior of our model due to its sparsity, which enabled
us to decompose it into several sub-networks whose re-
sponse functions can be studied in isolation. This in turn en-
abled us to derive some insights learnt by the model, which
largely adhere to prior domain knowledge.

Nevertheless, analyzing sparse networks can be an oner-
ous task, especially for domains or problems more com-
plex than the one presented to our models here. More-
over, our analysis revealed some features of the model that
we suspect reflects unnecessary complexity, such as the
non-monotonic response dependence of sub-network 4 on
zround (Fig. 4) or that of sub-network 1 on z29 (Fig. 2b).
Such behaviors may reflect the data, but may also reflect
accidental biases introduced by the model architecture.

In Sec. 5.4, we explore how symbolic regression can ad-
dress these problems by further reducing the complexity of
the model.

5.4. Decision boundary discovery (scheme 4)

Our final strategy to reduce the complexity of the model
is to find simple analytic expressions that produce inter-
pretable decision boundaries in input space, using symbolic
regression. This step benefits heavily from the reduction of
the input space from 32 to 4 dimensions achieved by our
sparse networks. This is because genetic algorithms (GAs)
- such as that used by PYSR - tend to scale poorly with the
number of input variables, owing to the fact that linearly in-
creasing the number of input variables would exponentially
increase the number of possible expression trees [8].

Here, we analyze the symbolic expression model that
captured the best balance between accuracy and simplic-
ity, named “Exp. H1”. The expression associated with this

model is z29(z217 + z221)− ee
z3 . The rest of the expressions

obtained can be found in the supplementary material.

What is immediately apparent about Exp. H1 (Fig. 5;
test accuracy of 97.6%) is that the combined eccentricity
term (z217 + z221) can never be negative, regardless of the
values of z17 and z21. Therefore, it appears to function as
a weighting term, modulating the balance between the two
size components z29 and ee

z3 . The double-exponent ee
z3

rises so sharply for z3 > 1 so as to impose a virtual veto on
any classifications of metaphase (Fig. 6). Meanwhile, for
z3 < −1, this term changes little, and metaphase classifi-
cations are allowed for z29 > 0, depending on the value of
(z217 + z221). In the range −1 < z3 < 1, the role of this
eccentricity weighting term becomes more decisive.

Again, we can interpret the principles that the model
has learnt about the underlying biological system, many of
which are shared with our Scheme 3 model.

1. Cell state is determined primarily by cell size: For
sufficiently high values of z3 (indicating large cell size),
metaphase classifications are virtually impossible, re-
gardless of the values of the other variables. Moreover,
since the expression −ee

z3 is always negative, a suffi-
cient value of z29 is required for metaphase classifica-
tion.

2. Metaphase cells tend to be smaller than interphase
cells: The output is monotonically increased by increas-
ing z29 and decreasing z3.

3. Metaphase cells are eccentric: At z17, z21 = 0, indicat-
ing perfect roundness, classifications of metaphase are
impossible. Beyond that, in the z29 > 0 region, higher
(z217+z221), i.e., higher eccentricity, increases the output.

4. Cell state is independent of spatial orientation: z17
& z21 are treated perfectly equally; moreover, Exp. H1
considers only the squares, and therefore magnitudes, of
these terms.
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5.5. Counterfactual examples

To further test the domain-appropriateness of our models,
we applied adversarial attacks on each model to find coun-
terfactual examples. The particular attack we used, the Fast
Gradient Sign Method (Sec. 4.4), perturbs the input by tak-
ing a jump within input space in the direction of the loss
gradient, thereby worsening the performance of the model.
The idea here is to find the minimal changes to the origi-
nal input (Fig. 7) required to reverse the classification. By
inspecting the nature of these modifications, we can study
the sensitivity of our models to various aspects of the input.
We analyze these results in light of the domain constraints
outlined in Sec. 3.1.

We conducted two types of adversarial attack: within
image space and within latent space. Image-based attacks
were implemented on Scheme 1-4 models while latent-
based attacks were implemented on Scheme 2-4 models
only, given that Scheme 1 models do not possess an inter-
pretable latent space.

Full results are shown in the supplementary material.
Here, we highlight three main findings.
1. Scheme 1 models are highly sensitive to noise. Image-

based perturbations are widely dispersed around the
frame and do not lead to any differences in morphology
significant enough to be captured by the β-TCVAE en-
coding (Fig. 8).

2. Scheme 3 & 4 models are specifically sensitive to
chromatin morphology. Metaphase → Interphase
image-based perturbations depress pixel values associ-
ated with the metaphase chromatin signature in order

to simulate a more diffuse signature. Meanwhile, In-
terphase → Metaphase perturbations “carve out” a pill-
shaped region at the center of the cell by depressing all
other regions where chromatin is present. Similar effects
are achieved by latent-based perturbations (Fig. 9).

3. Scheme 2 models are sensitive to neighborhood den-
sity. We obtained this result by carrying out latent-based
perturbations on Scheme 2 models that specifically leave
unchanged those latent variables that encode central cell
morphology (z3, z17, z21 & z29). We found that it was
possible to reverse the classification by altering only
those that encode aspects of the background. Interest-
ingly, we found that Interphase → Metaphase perturba-
tions decrease neighborhood density through the size re-
duction or outright removal of neighborhood cells, while
Metaphase → Interphase perturbations do the reverse
(Fig. 10). We suggest that this arises from the statis-
tical dependence between neighborhood crowding and
cell state. MDCK cells follow an “adder” model of size
control, meaning that they divide after they have added
a certain volume to their initial size [4]. Hence, cells
in metaphase, which by definition are dividing, tend to
be larger, and so would have displaced neighboring cells
from their immediate vicinity. While this approach may
increase model performance, it represents a clear “short-
cut” strategy [13] as it contradicts domain knowledge.
Hence, the model could assign opposite classifications
to two images with the same central cell morphology,
but different neighborhoods - a failure that clearly con-
stitutes domain-inappropriate behavior.

6. Discussion
The primary conclusion of this study is that, for the test
problem considered, it is possible to train interpretable,
highly performant models that suffer only a minimal de-
crease in test accuracy in exchange for a profound increase
in interpretability, with respect to our baseline Scheme 1
& 2 models. Indeed, on average, Scheme 3 classification
models are able to capture 98% of the test performance of
Scheme 2 models with only 2.2% of the active weight count
and 2.1% of the expression size while Scheme 4 models
could achieve 98% of the performance with only 0.2% of
the expression size (Tab. 1).

Furthermore, we managed to form an interpretable, se-
mantic representation of the raw image data, and train mini-
mally complex classification models on the latent represen-
tation, using only techniques that exist in the current ma-
chine learning literature (β-TCVAE, RigL and symbolic re-
gression). The novelty of this study is in their concerted
application within a specified strategy. This suggests that in
the current state of the field, there is much room for the ap-
plication of interpretable deep learning within a broad range
of scientific domains, even those that utilize raw data.
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Figure 6. The decision boundary of Exp. H1, plotted for varying values of z3, z17 & z29 within the typical range of values [-3, 3]. The
value of z21 is held constant at 0 for the purposes of clarity.

Figure 7. Un-perturbed image examples. Top: Image. Bottom:
β-TCVAE reconstruction. Left to Right: Three interphase exam-
ples, then three metaphase examples.
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Figure 8. Image-based attacks on Scheme 1 models at ϵ = 0.5.
Top: Perturbed image. Middle: β-TCVAE reconstruction. Bot-
tom: Perturbation. Numbers shown are the post-attack classifica-
tion scores.
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Figure 9. Latent-based attacks on Scheme 4 models at ϵ = 1.0.
Top: β-TCVAE decoding of the perturbed latent vector. Bottom:
Perturbation in image space.
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Figure 10. Latent-based attacks at ϵ = 1.0, excluding z3, z17,
z21 & z29. Top: β-TCVAE decoding of the original latent vector.
Middle: Decoding of the perturbed latent vector. Bottom: Pertur-
bation in image space.

Moving forward, the challenge would be to apply these
methods to systems of greater complexity. The test prob-
lem chosen here was relatively simple; the images contain
few factors of variation, and the task was a straightforward
binary classification between two classes easily distinguish-
able by the trained human eye. Could we extend such meth-
ods to more complex systems, and to tasks involving multi-
class classification, or regression? We suggest that while
such cases may require further design work, the problems
are primarily technical and not fundamental.

In summary, this work has demonstrated the possibil-
ity of free-form scientific induction under constraint, using
deep neural networks and interpretability techniques. There
is much room for further exploration, and it is exciting to
ponder the extent to which we can imbue machines with
whatever it is that underlies our capacity for science.
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