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Abstract

Malnutrition among newborns is a top public health
concern in developing countries. Identification and subse-
quent growth monitoring are key to successful interventions.
However, this is challenging in rural communities where
health systems tend to be inaccessible and under-equipped,
with poor adherence to protocol. Our goal is to equip health
workers and public health systems with a solution for con-
tactless newborn anthropometry in the community.

We propose NurtureNet, a multi-task model that fuses
visual information (a video taken with a low-cost smart-
phone) with tabular inputs to regress multiple anthropome-
try estimates including weight, length, head circumference,
and chest circumference. We show that visual proxy tasks of
segmentation and keypoint prediction further improve per-
formance. We establish the efficacy of the model through
several experiments and achieve a relative error of 3.9%
and mean absolute error of 114.3 g for weight estimation.
Model compression to 15MB also allows offline deploy-
ment to low-cost smartphones.

1. Introduction

The first 4 weeks of life are critical for a newborn’s phys-
iological and neurological development. Conditions such
as malnutrition and malabsorption during this phase lead to
neonatal morbidities and in extreme cases even mortality.
Thus, tracking a newborn’s growth over the first few weeks
is an important public health responsibility [43].

The weight of a newborn is an important statistic that
captures its overall health and well-being [4, 8, 13, 20].
Other measurements such as length, head circumference,
and chest circumference are also useful for assessing growth
or related developmental disorders [3, 63]. However, there
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Figure 1. Illustration contrasting traditional approaches (a-c) for
newborn anthropometry to what our proposed solution (d) enables.
(a) A measuring tape is used to measure head and chest circum-
ference. (b) An infantometer is used to capture length. (c) The
newborn is suspended from a cloth and hooked up to a spring bal-
ance to measure weight. (d) Our proposed solution replaces all
the above tasks and only requires the data collector to take a short
video with a low-cost smartphone.

are several challenges in accurately capturing it in low- and
middle-income countries (LMICs).

As seen in Fig. 1(c), traditional methods for measuring
weight in community settings use a spring balance (least
count 100 g), from which the newborn is suspended. This
results in two main sources of error: (i) Human factors: the
panicked mother supporting her baby from the bottom; mo-
tion of the spring balance as the newborn moves; difficulty
in ascertaining the reading due to parallax; cultural chal-
lenges such as reluctance towards “outsiders” handling ba-
bies; and data handling malpractices leading to reporting
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challenges. (ii) Instrument factors: old machines whose
springs are no longer taut result in positive errors (over-
prediction); poorly calibrated or uncertified instruments;
and even unavailability of the instrument due to supply
chain issues. Similar challenges also apply to other anthro-
pometric measurements such as newborn length or head and
chest circumference.

There are also logistical factors at play. Rural com-
munities may be several miles away from health facilities
with poor mobility options and limited inter-connectivity.
Poverty further affects their ability to avail health facilities.
Geographical barriers like rough terrain or rivers, and sea-
sonal challenges such as extreme heat and heavy rain make
it challenging for both, families (with newborns) to reach
health centers and for health workers (carrying heavy in-
struments) to visit rural communities.

Our goal is to develop a contactless, geo-tagged, easy-to-
use solution that provides accurate anthropometry estimates
for a newborn (age 0-42 days). We wish to leverage the pro-
liferation of mobile phone adoption in rural areas of LMICs
enabling AI technologies to improve the daily activities of
frontline health workers while ensuring automatic reporting
for timely public health response and policy formulation.
Our technology is suitable primarily in rural community set-
tings over health facilities that may have good instrumenta-
tion and well-trained staff. In such rural settings, there are
about 1 million health workers in our country, making this
solution amenable for large-scale impact.

To facilitate widespread adoption, we make several de-
sign choices. (i) We restrict ourselves to RGB videos cap-
tured on low-cost mobile devices and forego complex depth
sensors that may curtail adoption in rural areas. (ii) A ref-
erence object is needed to provide a sense of metric scale
and we use easily available wooden rulers instead of chess-
boards. (iii) We develop a simple protocol for capturing the
video that enables viewing the newborn from multiple an-
gles without the need for a dedicated video capture setup
or specialized hardware. (iv) We restrict modeling to sim-
ple architectures that can be compressed and deployed on a
low-cost smartphone to enable offline inference.

We present a CNN-based model that can ingest video
frames, aggregate their information, augment it with rele-
vant tabular inputs, and estimate the newborn’s weight. This
weight estimation model is extended to estimate several
anthropometric measurements through a multi-task setup
(NurtureNet). We also propose proxy tasks such as baby
segmentation and keypoint estimation that can assist the
model in focusing on the baby’s shape and pose respec-
tively, resulting in improved performance. Notably, build-
ing on state-of-the-art segmentation and keypoint estima-
tion methods, we show that segmentation masks and key-
points need not be annotated for each frame, and pseudo-
labels can be used instead.

Overall, our contributions can be summarized as follows:
(i) We present a vision application for newborn anthropom-
etry based on a standard RGB video captured with a low-
cost smartphone that enables widespread adoption and im-
pact in rural community settings. (ii) We propose and train a
multi-task model, NurtureNet, that ingests the video and is
assisted by tabular inputs to estimate several anthropometric
measurements simultaneously. (iii) We show the benefits of
modeling auxiliary vision tasks (e.g. segmentation and key-
points) with pseudo-labels for training anthropometry mod-
els; and (iv) We present thorough experiments to show the
impact of various modeling ideas, including evaluation of
compressed models for offline phone deployment.

2. Related Work

Vision techniques have been used for various applications in
newborn and infant healthcare, specially for anthropometry.

Computer vision for newborns is used in applications
such as heart rate monitoring [46], General Movement As-
sessment (GMA) for early detection of cerebral palsy [39,
47], postnatal age estimation [60], and even identification
based on footprints [32]. Related to anthropometry, there
is work on estimating birth weight using ultrasound videos
prior to birth [44]. An infant’s length is estimated using
easy-to-detect stickers or markers [58], children’s (aged 2-5
years) height based on point clouds [61], and even height
for adults using multiple images and a large reference ob-
ject [33]. However, the above methods require specialized
hardware or equipment and are therefore not applicable in
low resource areas. A different approach, Baby Naapp [11]
aims to use vision tools to eliminate the need for manual
transcription by capturing and analyzing images/videos of
devices - spring balances for weight and measuring tapes
for circumference. Closest to our work, single image based
weight and height estimation is performed using CNN-
based regression [50]. However, their goal is different from
ours as they aim to clinically estimate birth weight by cap-
turing images in controlled settings (hospital). We show
that such an approach performs poorly in community set-
tings where protocol adherence may be difficult.

Pose estimation for newborns or infants is a popular
task. Tracking body movements for newborns is critical,
and early detection of abnormalities can prevent long-term
health effects [47]. Specifically, tracking baby pose over
time is useful to perform GMA [51], indicative of condi-
tions such as cerebral palsy, autism spectrum disorder, and
Rett syndrome. Approaches for infant body pose estima-
tion include handcrafted features such as histograms of 3D
joints [38] or Random Ferns on depth images [15]. Depth-
only videos have also been used along with CNNs to di-
rectly regress pose [41, 64]. Towards GMA, CNN-based
pose regression models have been developed that work with
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RGB or RGB-D data [1, 12, 29, 42]. Transformer models
are making inroads in infant pose estimation with RGB im-
ages [6] or depth and pressure images [30]. As a proxy to
pose estimation, body part segmentation may also be used
to understand infant movement [65]. 3D parametric mod-
els and pose estimates are also used to estimate the height
and weight of adults [59]. For anthropometry, we show that
segmentation and keypoint detection are good proxy tasks
that help the model focus on the newborn.

3D parametric models for adults and infants. The
Skinned Multi-Person Linear (SMPL) [35] model has been
wildly popular in modeling the 3D shape of a human and
has stemmed a flurry of methods [7, 19, 22, 26, 27, 31, 62].
However, adult human models cannot be used directly for
newborns, predominantly due to changes in body shape pro-
portions [18, 48]. Hence, a Skinned Multi-Infant Linear
(SMIL) model was proposed [16]. Unfortunately, the model
does not fit well to our case as it is trained on European in-
fants in the 2-4 months age range with a significantly higher
weight distribution. In contrast, we are interested in anthro-
pometry for newborns up to 42 days of age in LMICs.

Tabular methods. Contrary to vision-based approaches,
tabular data in the form of electronic health records (EHR)
are used for infant [23] and fetal weight [37] prediction.
These methods use maternal attributes, economic factors,
and other aspects related to the gestation period as predic-
tive features [21, 28, 36, 49]. However, it can be hard to
train or deploy models in regions where such records are
inaccessible or not carefully curated. In our work, we use
tabular data (birth weight and age) to augment and assist vi-
sual features. Importantly, we show that our vision model
augmented with tabular inputs is robust to errors in the tab-
ular data that may be common due to misreporting.

3. Method

We formulate anthropometry as a regression problem and
introduce an end-to-end pipeline to estimate the weight w,
length l, head circumference h, and chest circumference c
of an infant with age a ∈ [0, 42] days. Our model ingests
a video V and is augmented by tabular information such as
the birth weight w0 and the current age to regress:

[w, l, h, c] = fθ(V, w0, a) , (1)

where θ are the model’s learnable parameters.
The visual component of the model learns an implicit

shape representation through the fusion of multiple frames
that capture the newborn from several angles (Sec. 3.1).
Furthermore, we encourage the model to focus on the new-
born by asking it to predict a segmentation mask and key-
points in a bootstrapped multi-task setting (Sec. 3.2). Fi-
nally, we show how the visual features can be augmented

with tabular data, resulting in significant improvements
(Sec. 3.3). Fig. 2 illustrates the overall approach.

3.1. Video-based Anthropometry

How to record a video? Before addressing modeling, we
briefly talk about how we record the video V . Predicting
the metric shape of an entity using a monocular camera of-
ten requires a reference object. However, considering the
large-scale rural use-case of our solution, we switch from
the chessboard (« a classic and accurate reference object
used for camera calibration [57]) to a wooden ruler (Ì
length 30 cm) that is easily available to health workers. The
newborn is laid on a bedsheet spread on a flat surface with
a Ì placed below the newborn (in the same plane). While
we remove all clothes for the newborn, no specific instruc-
tions are provided for the bedsheet. The data collectors (or
health workers) are trained to capture a video by starting
from the top of the baby and making a smooth arc as il-
lustrated in the supplement. We filter videos by quality to
ensure the newborn and reference object are clearly visible
for a majority of the video (details in the supplement).
Video-based weight estimation. Consider a video V =
[f1, . . . , fT ] with T frames. We sample N < T frames
from the video and pass them through a CNN backbone
ϕ(·) to obtain frame-level representations xl = ϕ(fl) for
each selected frame fl, where xl ∈ Rd. Our approach com-
bines the individual frame-level representations via a pool-
ing function z = ρ({xl}Nl=1), and is followed by a Multi-
Layer Perceptron (MLP) with one hidden layer to estimate
the weight w ∈ R1 in kg.

We explore several pooling functions ρ(·) ranging from
average and max-pooling to complex ones involving vanilla
attention [2]. Interestingly, given the nature of the problem,
we find that a permutation invariant pooling (such as max-
pooling) provides good results, as suggested by previous
works on 3D shape [54]. We estimate the weight:

w = MLPw(max(x1, . . . ,xN )) = MLPw(z) . (2)

Similar to work in action recognition [66], during training,
we randomly select N frames from the video as a form of
data augmentation, while during inference, we pick linearly
spaced frames. The model parameters including the CNN
backbone ϕ(·) are trained using the L1 loss:

Lw = |w − wgt| , (3)

where wgt is the ground-truth weight of the newborn (in kg).

3.2. Multi-task Learning

Multi-task learning generally leads to performance im-
provements when the tasks are related to each other [53].
Anthropometric measurements. Along with weight, we
also predict other measurements such as length, head cir-
cumference, and chest circumference. Naturally, a taller

334



Frame Pooling

Preprocessing
Birth Weight

Age

FCN

w

Video-based anthropometry estimation

l

h

c

Regressor

Key
Points

Input video

CNN backbone

Segmentation task

Multi-task heads

Frame level features

Tabular data

Figure 2. Overview of the proposed approach. Input video frames are sub-sampled and processed using a CNN and fused using a pooling
module. Tabular data is normalized between [0, 1] and concatenated to this video representation. We use independent MLP regressors to
predict anthropometry measures: weight, length, head circumference, and chest circumference. Additionally, we introduce two proxy tasks
only used during training: newborn pixel segmentation predicted through an FCN head and keypoint estimation through a simple MLP.

r(w, l) r(w, h) r(w, c) r(l, h) r(l, c) r(h, c)
0.7574 0.7176 0.7743 0.5747 0.5901 0.7340

Table 1. We observe high correlation (Pearson correlation coef-
ficient) across anthropometric measurements on the training set:
weight w, length l, head circumference h, chest circumference c.

baby is likely to be heavier, or a baby with a bigger chest
may be better off with respect to nutrition. We compute
the Pearson correlation coefficients across pairs of anthro-
pometric measurements on our training set. As seen in Ta-
ble 1, weight is strongly correlated with length, head cir-
cumference, and chest circumference.

We attach additional task heads, similar to the MLP
used for weight estimation, to the pooled video represen-
tation. Specifically, we create three new task heads to pre-
dict each measurement in cm: length l = MLPl(z), head
circumference h = MLPh(z), and chest circumference
c = MLPc(z). The model is trained jointly to optimize:

Lanthro = λwLw + λlLl + λhLh + λcLc , (4)

where Ll, Lh, Lc are L1 losses applied to length, head cir-
cumference, and chest circumference respectively; and λ(·)
are loss weight coefficients.
Visual prediction tasks. While all the above tasks require
ground-truth measurements to be collected at the time of
video capture, we now present visual tasks that can be anno-
tated post data collection. In particular, we consider pixel-
level newborn segmentation and keypoint estimation, with
the intent to encourage the model to learn representations
that focus on the newborn.

While annotating segmentation masks or keypoints for

each frame of each video is possible, it is an expensive and
time-consuming affair. We circumvent this through a boot-
strapped approach. For baby segmentation masks, we fine-
tune a PointRend segmentation model [25] on ∼500 videos
with 10 linearly spaced frames from each. Similarly, for
keypoints, we finetune HRNet [56] on ∼1500 videos with
20 linearly spaced frames from each. We apply both models
to all video frames of the training set and use the predictions
as pseudo-labels during multi-task training.

Our complete multi-task model has a segmentation head,
a keypoint estimation head, and all the other anthropometric
regression heads (see Fig. 2). We use a Fully Convolutional
Network (FCN) head [34] to perform segmentation since we
do not need fine precision. For keypoint estimation, we use
a simple 2-layer MLP that regresses the spatial coordinates
of keypoints from each frame embedding xl. The model is
trained end-to-end through a combination of all losses:

Ltotal = Lanthro + λm

∑
l

Lm(m′
l, m̂l) + λk

∑
l

Lk(k
′
l, k̂l) , (5)

where m′
l and k′l are the frame-level segmentation mask

and keypoints generated by our multi-task model, m̂l and k̂l
are pseudo-labels for the mask and keypoints, Lm is Dice
loss [55], Lk is L1 loss used for keypoints, and λm and λk

are loss weights for masks and keypoints. During inference,
we drop both the proxy heads.

3.3. Augmenting with Tabular Information

The weight of a baby reduces immediately after birth, re-
covers around days 7-10, and then follows a mostly linear
growth trend [10]. Hence, knowing the birth weight w0 and
current age a is often useful. We incorporate this meta in-
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Visits Newborns
Source Train Val Test Train Val Test

Region 1 8735 1096 1075 2304 293 280
Region 2 1590 185 220 447 51 64

Total 10325 1281 1295 2751 344 344

Table 2. Number of visits and newborns from rural home settings.

formation by normalizing them in the [0, 1] range and con-
catenating them to the output of the pooling layer. Our final
weight regression head (similar to other measurements) is:

w = MLPw([z, w
0, a]) . (6)

We refer to this visual model augmented with tabular fea-
tures as W-NurtureNet when used to only estimate weight
and NurtureNet when used to estimate all anthropometric
measures in a multi-task setting.

4. Experiments

We now present empirical validation of our approach on a
large dataset collected in community deployment settings.

4.1. Setup

Dataset collection. The data has been collected by 28
trained personnel from rural home settings across 2 geo-
graphically diverse regions. They typically use Android
smartphones with a 2-5 MP camera, with cost under $150.

Our dataset consists of 3439 newborns that are visited
on average 3.75 times in the first 42 days of life. At each
visit, we capture three videos with different reference ob-
jects (only one is used for one experiment). While each visit
is treated independently in the context of training and eval-
uation, all visits of a newborn are in the same split. Ethics
committee approvals were obtained prior to data collection
and the process itself involves taking informed consent, cap-
turing videos, measuring the weight and anthropometry for
the newborn, and providing home-based care recommenda-
tions if the newborn is not doing well. See supplement for
more details.

We split the dataset into train (80%), validation (10%)
and test (10%), while ensuring all visits of a baby are in-
cluded in the same split. Table 2 shares the demographics of
the dataset. The weight distribution across splits is matched
to the overall dataset distribution (Fig. 3 (Left)).

Ground-truth. We obtain accurate ground-truth weight
readings by using a calibrated digital weighing machine
(least count 10 g). The machine is robust to newborn move-
ment as it stabilizes and locks the recorded value. A cal-
ibrated infantometer is used to measure the length of the
newborn, and tape measures are used for measuring the
head and chest circumference.

Input Backbone RefObj SS Pooling MAE (g) BMAE (g)

Frame IN Ì − − 224.6 437.2

Video
IN Ì − Average 170.0 290.6
IN Ì − Vanilla SA 167.1 291.9
IN Ì − Max 158.5 223.7

Video CLIP Ì − Max 145.4 207.2

Video
CLIP Ì ✓ Max 139.9 211.3
CLIP « ✓ Max 129.0 189.0

Table 3. Impact of input, reference object (chessboard «, and
wooden ruler Ì), frame subsampling (SS), and pooling methods.
MAE and BMAE are reported for weight estimation on the vali-
dation set. The backbone is ResNet-50 pretrained either on Ima-
geNet (IN) [14] or CLIP [45]. We see consistent performance im-
provement across all modifications – video-based models, CLIP as
backbone, and including sub-sampling.

Evaluation metrics. We adopt the Mean Absolute Error
(MAE) as our primary evaluation metric. We also report
Balanced MAE (BMAE) that averages MAE across each
bin of interest as the weight distribution is non-uniform. Fi-
nally, as an error of 200 g for a 2 kg newborn is worse than
that for a 4 kg baby, we report relative errors |w − wgt|/wgt
to highlight errors for newborns with lower weights.

Implementation details. We fine-tune a ResNet-50
CNN [14] to produce d=2048 dimensional representations
xl for each frame fl. We choose N=25 frames from a video
with an average duration of 12 s. The selected frames are
padded to form a square and resized to 224×224×3. Aug-
mentations such as vertical / horizontal flips, translations,
and color jitter are applied during training. We use the
Adam optimizer [24] and train the model for 200 epochs.
When not mentioned otherwise, the initial learning rate is
10−5. We use a StepLR scheduler wherein the learning rate
steps down by a factor of 2 every 50 epochs.

4.2. Model Ablations

Frame- vs. Video-based weight estimation. In the video-
based weight estimation approach (Sec. 3.1), we fuse N
representations early on in the network. An alternative
frame-based approach would be to use individual frames to
obtain weight estimates and average over multiple frames
during inference (similar to [50]). A constant learning rate
of 10−5 works best for frame-based models.

Table 3 shows that video-based models outperform
frame-based by a large margin: reduce MAE by 66 g. In
particular, we also observe that max-pooling outperforms
average pooling and vanilla self-attention (SA) [2].

A key hyperparameter for video-based models is the
number of sampled frames N . Fig. 3 (Middle) shows that
the weight MAE reduces dramatically with increasing N ,
reaches the minimum around N=25 and slightly increases
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Figure 3. Left: Weight distribution for the training set. Middle: Impact of varying the number of frames N during evaluation on the
validation set. For training, we use N=25. The model used here is NurtureNet, that augments video information with tabular data and uses
proxy tasks of baby segmentation mask and keypoints. Right: Effect on weight MAE on the validation set when adding noise sampled
from a uniform distribution to the birth weight for NurtureNet models.

thereafter. We choose N=25 for the rest of the experiments.

Impact of ResNet-50 parameters. We experiment with a
ResNet-50 encoder pretrained on the ImageNet (IN) dataset
and one pretrained using the Contrastive Language-Image
Pretraining (CLIP) technique [45]. For IN models, an initial
learning rate of 10−4 stepped down by a factor of 2 every 30
epochs works best. As seen in Table 3, CLIP-based CNN
initialization results in better performance, and this encoder
is used in all further experiments.

Impact of frame sampling. The frame selection process
influences the representation and the weight estimate. To re-
duce this dependency, we introduce subsampling as an aug-
mentation during training. Specifically, we randomly pick
N ′=40 frames, and subsample 10 subsets of N=25 frames
with replacement. By requiring the model to produce the
same estimate (Eq. 2) across these subsets, we make the
model less sensitive to frame selection. During inference,
we do not use subsampling. Table 3 shows that subsam-
pling typically results in a modest improvement of 5.5 g.
We employ this technique for further experiments.

Impact of reference object. Table 3 shows that using «, a
standard object for camera calibration, as a reference object
over the Ì gives a 10.9 g improvement on MAE. However,
for wider adoption and given Ì’s availability in resource
constrained areas, we restrict our solution to using a Ì.

Impact of multi-task approaches. Table 4 shows the
results of combining various tasks, and the correspond-
ing MAE. As a simple baseline, row 0 displays perfor-
mance for using the mean value of the training set as
the prediction. In all experiments, the loss coefficients
are set to λw=5.0, λl=0.1, λh=0.1, λc=0.1, λm=3.0, and
λk=100.0, to scale the importance of various losses. Rows
1-4 show the results when performing each anthropome-
try estimation task independently, indicating that they fare
much better to not using any model. Row 5 shows the ef-
fect of including proxy visual tasks, which leads to a per-
formance gain of 16.5 g. Row 6, compared to rows 1-4,

Tasks MAE

W L H C M K W (g) L (cm) H (cm) C (cm)

0 Train set mean 495.8 2.36 1.80 2.38

1 ✓ - - - - - 139.9 − − −
2 - ✓ - - - - − 1.53 − −
3 - - ✓ - - - − − 1.15 −
4 - - - ✓ - - − − − 1.37

5 ✓ - - - ✓ ✓ 123.4 − − −
6 ✓ ✓ ✓ ✓ - - 138.2 1.51 1.13 1.37
7 ✓ ✓ ✓ ✓ ✓ ✓ 124.4 1.39 1.08 1.27

Table 4. Video-based model with CLIP backbone, Ì, Max pool-
ing, and frame subsampling, under different multi-task configura-
tions. W: weight, L: length, H: head circumference, C: chest cir-
cumference, M: segmentation mask, K: keypoints. Performance
on the validation set improves as we incorporate all tasks.

Model Tasks
Weight estimation

MAE (g) BMAE (g)

0 Video-only W 139.9 211.3
1 Tab-only W 202.5 322.6
2 W-NurtureNet W 127.7 196.6

3 NurtureNet W M K 113.7 171.8
4 NurtureNet W L H C M K 115.6 181.3

Table 5. W-NurtureNet concatenates the visual representation to
the tabular inputs to regress weight to show improved performance
(validation set). NurtureNet is the multi-task equivalent. The
Tasks column shows the set of tasks on which the model is trained.

shows negligible change. This indicates that we can use
one multi-task model that estimates all anthropometric mea-
sures with one video. Finally, row 7, combines all tasks
showing marked improvement across all measurements.

Tabular only model Tab-Only is posed as a simple lin-
ear regression that takes in 2 inputs (birth weight w0 and
age a) and predicts the current weight w. Row 1 in Ta-
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Train Hu + HOG Regionprops Hu + Region-
set mean SVR + SVR + SVR props + SVR

W (g) 495.8 470.3 466.7 399.4 393.0

Table 6. Hand-crafted models perform poorly on weight regres-
sion (validation set) compared to proposed models.

ble 5 shows that this model achieves a competitive MAE of
202.5 g. However, this model is not useful in practice as
it predicts the same weight for all babies with a given birth
weight after a days, i.e. this model cannot predict deviations
from the mean growth for the population (training set).
Augmenting visual information with tabular inputs. We
augment our visual representation z by concatenating them
with [0, 1] normalized tabular inputs and send them for-
ward to regress weight (W-NurtureNet, Sec. 3.3). Row 2
of Table 5 shows that W-NurtureNet achieves an impres-
sive 12.2 g improvement in MAE from 139.9 g to 127.7 g.
Rows 3 and 4 show results on training the multi-task Nur-
tureNet. While row 3 shows a 14 g improvement in MAE
on using auxilliary tasks, row 4 is a unified model that can
estimate all anthropometry measurements and shows a 12 g
improvement in weight MAE.
Effect of errors in recorded birth weight. To deploy mod-
els in rural settings, an important factor to consider is the
erroneous nature of tabular inputs. We simulate these errors
as w̃0 = w0 + ϵ, where the noise ϵ is sampled from a uni-
form distribution U(−q, q) and q corresponds to the maxi-
mum deviation in kg. Fig. 3 (Right) shows that our models
are quite robust to noisy inputs. In fact, when q=0.5 kg,
W-NurtureNet achieves an MAE of 136.5 g (worse than
when q=0 by 9 g), still better than our video-based model
at 139.9 g. NurtureNet is more robust to noise than W-
NurtureNet and results in a ∼5 g increase in MAE. Finally,
the Tab-Only model is highly sensitive to errors in birth
weight and results in an MAE of 307.4 g (up by 105 g).

4.3. Baselines, Results Summary

We now present and evaluate a few baselines for weight es-
timation: (i) A naı̈ve approach is to predict the mean of the
training set. This acts like the upper bound of the error for
any model. (ii) A second approach uses structural infor-
mation that can be extracted from predicted segmentation
masks of the newborn and the ruler. We extract hand-crafted
representations in the form of Hu image moments [17] or
region features [5]. (iii) We also evaluate the Histogram of
Oriented Gradients (HOG) features [9] that are popular in
classical computer vision literature. RBF-kernel Support
Vector Regressors (SVR) [52] are used to obtain anthro-
pometry estimates from all three representations.
Baseline ablations. Table 6 shows the MAE for weight
estimation for all three feature representations and a combi-
nation. Regionprops features, together with Hu moments

Method MAE (g) BMAE (g)

Train set mean 483.5 1091.8
Best hand-crafted approach 390.1 716.7
Frame-based method 214.0 409.7
Best video-only model 139.0 222.5
W-NurtureNet 126.4 207.1
NurtureNet (W L H C M K) 114.3 157.5

Table 7. Weight estimation performance on the test set.

Weight Test Set Video-based model NurtureNet
Bin (kg) Count MAE (g) E80 (g) % Rel MAE (g) E80 (g) % Rel

1 - 2 40 207.5 305.1 12.2 127.3 180.9 7.3
2 - 2.5 226 135.2 218.4 5.9 108.1 170.5 4.7
2.5 - 3 420 111.5 177.7 4.1 97.7 160.0 3.6
3 - 3.5 353 137.2 224.4 4.2 115.1 181.8 3.6
3.5 - 4 179 148.0 229.3 4.0 123.5 197.6 3.3
4 - 5 73 245.4 425.8 5.7 187.6 288.5 4.4

All 1291 139.0 223.2 4.8 114.3 179.8 3.9

Table 8. Results sliced by weight bins on the test set. Metrics:
E80 corresponds to the 80th percentile absolute error and indicates
that 80% of the samples have an error less than this value. % Rel
corresponds to mean absolute relative error. NurtureNet improves
over the video-based model across all weight bins.

show best performance for weight estimation (393.0 g).
Here as well, the reference object is useful and computing
features from both the baby and ruler regions improves per-
formance. Supplement presents additional details on fea-
tures and ablations. However, performance of all baselines
is far from proposed deep-learning based approaches.

Comparing best approaches. We summarize the key
methods on the test set in Table 7. In particular, we observe
that video-based models (139.0 g) achieve a large improve-
ment over the best hand-crafted representations (390.1 g)
and single frame based approach [50] (214.0 g). Aug-
menting the video-only models with tabular data improves
MAE to 126.4 g. Finally, NurtureNet results in best per-
formance, achieving an MAE of 114.3 g, while presenting
a unified model for newborn anthropometry. Table 9 (Un-
compressed) presents results on all measures of NurtureNet.

4.4. Analysis and Discussion

Results sliced by weight bins are presented in Table 8. Nur-
tureNet brings large improvements in MAE from 15 to 80 g
across all bins, but particularly for the low 1 to 2 kg and high
4 to 5 kg bins. Inclusion of the multi-task approach and the
tabular inputs also reduces relative and 80th percentile er-
rors across all bins. Low errors in the 1 to 2.5 kg bins are
especially important to identify underweight newborns.

Predictions vs. Ground-truth Another way to assess the
performance of our proposed model is a scatter plot of the
model’s predictions against the ground-truth. Fig. 4 shows
the scatter plot for NurtureNet on the test set. While we
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Figure 4. Scatter plot showing predicted weight vs. ground-truth
weight for NurtureNet on the test set. The best fit line is obtained
using least squares and lies very close to the y=x diagonal, indi-
cating the goodness of our model. R2 is the coefficient of deter-
mination and PCC is the Pearson correlation coefficient.

Model Size (MB) GFLOPs
MAE (g, cm, cm, cm)

W L H C

Uncompressed 121.6 5.38 114.3 1.33 1.04 1.25
Pruned 30.4 1.35 116.0 1.26 1.02 1.21

Quantized 15.0 1.35 117.8 1.53 1.05 1.26

Table 9. Performance of the uncompressed NurtureNet, pruned,
and quantized models on the test set. We are able to reduce models
by 8× with minimal loss in weight estimation performance.

observe that the best fit line is close to the y=x diagonal,
our model tends to slightly over-predict for low weight and
under-predict for higher weight newborns. This can be at-
tributed to the dataset imbalance (Fig. 3 (Left)).
Model compression. Training our model requires one
V100 GPU with 32GB memory. However, our goal is to
deploy the NurtureNet model on a low-cost smartphone that
can be used by health workers in underserved geographies.
Furthermore, the lack of internet coverage necessitates a
drastic reduction in the memory and computational foot-
print of the model to enable on-device and offline inference.
We prune NurtureNet using the NNI library [40]. Specifi-
cally, we use the L1NormPruner twice to discard half the
output channels having the smallest L1 norm of weights in
each iteration, effectively reducing the size of the compute
requirement by 75%. Further, we perform static quantiza-
tion, converting the FP32 weights and activations to INT8.
The result is a model that is 8× smaller and 4× faster
with an acceptable deterioration in performance up to 3.5 g
MAE. Table 9 shows that compression leads to a negligible
performance drop for weight (W), head circumference (H),
and chest circumference (C), but an acceptable increase in
length (L) error.

NurtureNet vs. Conventional practice. We conduct a pre-
liminary and independent field study to analyze the errors
in weight measurements made through conventional prac-
tices and compare them against NurtureNet. Weight read-
ings taken by health workers using spring balances are com-
pared against calibrated digital weighing machines used for
ground-truth weight measurements. We observe an MAE of
183 g (N=92) for conventional methods indicating the chal-
lenges of recording such data in rural community settings.
Note, that this result is biased towards being lower as the
health workers knew that they were being monitored and
can only be expected to be worse in real scenarios. Nur-
tureNet achieves a lower MAE at 114.3 g (N=1295), indi-
cating the field-readiness of our approach.

Limitations. While AI models can provide meaningful ac-
curacy in many cases, they cannot be perfect on all samples,
particularly when it comes to complex problems like esti-
mating the weight of a baby. This may be due to various
factors such as newborn clothing, lighting conditions, en-
vironmental conditions, camera angles, the position of the
baby relative to the camera, or the baby’s movements. The
model may also struggle to accurately estimate the weight
of babies with certain physical characteristics (e.g. missing
limbs) or rare medical conditions that affect growth.

5. Conclusion

We present a vision system for newborn anthropometry
from a short video taken with a low-cost smartphone. Our
proposed approach computes a video representation and
augments it with tabular data to obtain weight estimates. We
extend this model through multi-task training to simulta-
neously estimate other anthropometric measurements such
as the length, head circumference, and chest circumference
(NurtureNet). A proxy task of predicting baby segmenta-
tion masks and keypoints further improves the weight esti-
mation performance. Using pruning and quantization, we
compress NurtureNet to 15MB, allowing offline inference
and deployment on low-cost smartphones.

This solution is envisioned as a public health screening
tool and is currently not intended for diagnostic or clin-
ical settings where good anthropometric instruments and
trained personnel are available. Such a tool provides a con-
venient, geo-tagged, and contactless way for health workers
and public health systems to monitor the growth and de-
velopment of newborns, enabling targeted interventions to
drive better health outcomes.
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