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Abstract

The Sports Action Recognition (SAR) domain is of sig-
nificant importance in research, with diverse applications,
ranging from aiding coaches in strategic decision-making
to empowering athletes and contributing to real-time com-
mercial entertainment. Despite the existence of extensive
large-scale and small-scale datasets, the direct application
of these datasets to specific sports domains, such as cricket,
poses challenges. Existing datasets predominantly center
around daily life actions, lacking the necessary granular-
ity for in-depth sports analyses. Current Cricket Action
Analysis (CAA) datasets have limitations, including their
small scale, modality constraints, and their narrow focus
on specific aspects, such as cricket batting. Recognizing
the need for a more comprehensive benchmark, this article
introduces the Cricket Excited Actions (CEA) dataset. De-
veloped in collaboration with professional cricket players,
the CEA dataset encompasses challenging multi-person ac-
tions within realistic cricket scenarios. The selected activity
classes, such as Clean Bowled, Six, Four, and Catches, ad-
here to official standards and represent pivotal moments in
cricket matches. Through precise annotation and empirical
studies, utilizing state-of-the-art action recognition model
architectures, this study provides a valuable resource for
further research and makes significant contributions by of-
fering support essential to advancing CAA within the cricket
sports community. The data and code are available at
https://github.com/Altaf—hucn/Cricket—
Excited—-Actions—Benchmark.

1. Introduction

Recently, Sports Action Recognition (SAR) methods have
emerged as a vital and dynamic research domain of Com-
puter Vision (CV), attracting considerable attention from
both academics and industry [20] [2] [29]. SAR has found
applications, particularly in television programs, where it
serves the purpose of generating highlights and provid-
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Figure 1. Visual representation of temporal annotations of the
Cricket Excited Actions (CEA) datasets for activity recognition.

ing entertainment. It also plays a pivotal role in assisting
coaches in making informed decisions and empowering ath-
letes to conduct comprehensive self-analyses of their per-
formance. Despite significant advances in ordinary human
Action Recognition (AR), facilitated by the large-scale la-
beled video datasets [42] [23] [7] [8] [16] [15] [47] and the
existence of diverse Deep Learning (DL) models [41] [50]
[12] [30] [3] [28], direct use of these for specific sports do-
mains, such as cricket, remains a challenge.

Prominent datasets, such as ActivityNet [7] and
Kenectics-400 [22], primarily focus on the activities of
daily life, such as walking, running, and sitting. While
some datasets are related to sports action, their labels of-
ten lack granularity, making them difficult to directly apply
to specific sports analyses, such as cricket. Existing datasets
cover a wide array of sports, including squash, basketball,
football, tennis, volleyball, hockey, badminton, gymnastics,
skating, etc. Some datasets combine different sports cate-
gories. Yet, to the best of our knowledge, only three datasets
have been proposed for Cricket Action Analysis (CAA) [2]
[35]. However, these datasets present certain limitations.
E.g. DPC_Images [35] is an image dataset containing a to-
tal of 8,646 images, covering only two classes: delivery and
play. EXINP [35] is an audio dataset comprising 868 audio
clips categorized into Excited, Interval, and Normal Play.
CKT [2] is a smaller dataset, encompassing categories such
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as Pull Shot, Bowled, Reverse Sweep, Defense, and Cover
Drive. This dataset comprises a total of 722 video clips,
with each category having only 150 videos. The practical
application of this dataset in CAA is constrained due to the
generality of its classes, restricting its use for practical CAA
applications.

Therefore, we hypothesize the imperative necessity for a
novel benchmark dataset for CAA with which to boost ad-
vances in the field of cricket. Such a benchmark should
comprehensively address various realistic challenges, in-
cluding 1) the benchmark must incorporate scenarios where
multiple players engage in distinct actions within the same
scene. The motion information of each player should play
a pivotal role in discerning and classifying their actions.
Additionally, the dataset should encompass variability in
playing conditions, capturing the dynamic nature of cricket
gameplay. 2) Each action’s duration should be thoroughly
defined both temporally and semantically in relation to the
time. This precision is essential for accurate CAA, con-
tributing to an understanding of the temporal dynamics in-
herent in the SAR. 3) The benchmark dataset must cover
the practical applicability of cricket activities in order to
be able to use it for other applications. Their complex-
ity necessitates the incorporation of accurate human pose
information, the consideration of potential interactions be-
tween players, and addressing occlusion challenges. Fur-
thermore, it should provide a comprehensive and challeng-
ing scenario for the evaluation of existing state-of-the-art
AR models. These considerations highlight the existing re-
search gaps and limitations in the sports datasets for recog-
nizing cricket-specific actions.

Based on these guidelines and in collaboration with pro-
fessional cricket players, we introduce a benchmark dataset
referred to as Cricket Excited Actions (CEA), aiming to
enhance the emerging field of the study of cricket. It is
characterized by its large-scale size, high quality, multi-
person composition, and inclusion of fine-grained activi-
ties with practical applicability in the domain. This dataset
contains four distinct classes of activity, depicted in Fig-
ure 1: Clean Bowled, Six, Four, and Catches. The ratio-
nale behind selecting these specific categories is based on
several considerations: First, these categories feature in-
stances of multiple concurrent actions involving spatial and
temporal patterns across multiple frames. Secondly, the
boundaries and details of the chosen classes are precisely
defined by official organizations, such as the International
Cricket Council (ICC) [19]. This adherence to established
standards enhances the dataset’s reliability and relevance to
real-world cricket scenarios. Third, recognizing such activi-
ties requires learning the long-term spatiotemporal structure
of players’ interactions with the ball and bat. The dataset
thus facilitates the development of sports-based DL mod-
els capable of understanding the dynamics inherent in these

cricket actions. Finally, and most importantly, these activi-

ties are key moments of enjoyment in cricket matches. Ad-

ditionally, coaches are particularly focused on improving
players’ performance in these specific areas, making them
crucial for comprehensive skill development.

Usually, to develop a benchmark dataset, precision is re-
quired, specifically in the annotations. This must involve
domain experts and professional players in the video la-
beling process. Therefore, to avoid potential mistakes in
labeling and to ensure accuracy, we employed profession-
als with a profound understanding of cricket for the video
annotation. Our annotation process was structured in two
sequential stages: 1) an initial annotation by a team of do-
main knowledge experts for each category, and 2) subse-
quent refinement of spatial and temporal aspects by pro-
fessional players within the quality control team. Further-
more, we performed an empirical study of state-of-the-art
AR methods using the CEA dataset and conducted a com-
parative analysis with a prior benchmark dataset for cricket.
The outcomes of our study are detailed in a report on a
comprehensive analysis, shedding light on the complex spa-
tiotemporal aspects of cricket. Based on our analyses, we
identified several challenges that warrant attention, includ-
ing the complexity of the spatial patterns in cricket actions,
modeling long-term temporal dynamics, taking into account
variable playing conditions, managing limited training data,
and addressing player occlusion. We anticipate that the in-
troduction of CEA as a challenging benchmark dataset will
contribute to the advancement of the cricket community,
fostering practical applications. The primary contributions
of this paper can be summarized as follows:

* This study introduces a new benchmark dataset for
cricket, called CEA, to enhance spatiotemporal CAA us-
ing CV methods. It facilitates advances in CAA while
addressing the practical needs of the industry. By opti-
mizing player performance in key activities, CEA bridges
academia with real-world sports applications.

* We conducted detailed experiments on CEA using base-
line methods to analyse their performance. These experi-
ments reveal the primary challenges associated with rec-
ognizing complex sports activities, providing valuable in-
sights for the research community to use in future endeav-
ors in this domain.

2. Related Datasets

DL models inherently require substantial amounts of data.
Consequently, in the emerging stages of AR research, a pre-
dominant focus was placed on action classification. Note-
worthy datasets employed for this purpose include KTH
[40], Weizmann [6], UCF101 [42], and HMDBS51 [23].
More recently, the introduction of large-scale datasets such
as YouTube-8M [1], Something-something [15], and Kinet-
ics [8] has been pivotal, and their pre-trained feature rep-
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Datasets Sports Years Modalities #Videos Avg. Length  # Categories
CVBASE Handball [38] Handball 2006 RGB 3 10 m -
CVBASE Squash [38] Squash 2006 RGB 2 10 m -
UCEF sports [39] Multiple 2008 RGB 150 6.39s 10
MSR Action3D [26] Multiple 2010 RGB, depth 567 - 20
Olympic [36] Multiple 2010 RGB 800 - 16
Hockey Fight [4] Hockey 2011 RGB 1,000 - 2
ACASVA [10] Tennis 2011 RGB 6 - 4
THETIS [14] Tennis 2013 RGB, depth, skeleton 1,980 - 12
Sports 1M [21] Multiple 2014 RGB M 36s 487
Football Action [46] Football 2017 RGB 3,281 - 5
SpaceJam [13] Basketball 2018 RGB 15 1.5h 10
Diving48 [27] Diving 2018 RGB 18,404 - 48
TTStroke-21 [33] Table Tennis 2018 RGB 129 43 m 21
GolfDB [34] Golf 2019 RGB 1,400 - 8
FineBasketball [17] Basketball 2020 RGB 3,399 - 26
Stroke Recognition [24]  Table Tennis 2021 RGB 22,111 - 11
NPUBasketball [32] Basketball 2021 RGB, depth, skeleton 2,169 - 12
Win-Fail [37] Multiple 2022 RGB 1,634 33 2
Stroke Forecasting [49]  Badminton 2022 RGB 43,191 - 10
FenceNet [51] Fencing 2022 RGB 652 - 6
Cricket Related Datasets

CKT [2] Cricket 2023 RGB 722 3 5
DPC Images [35] Cricket 2023 RGB 8,646 (Frames) - 2
EXINP [35] Cricket 2023 Audio 868 14 3

Table 1. A list of sports-related datasets. The term ‘multiple’ means that the dataset covers various sports.

resentations have proven beneficial for downstream tasks.
However, it is significant that most of these datasets primar-
ily revolve around daily life activities. In contrast, datasets
specifically tailored for sport-related actions are relatively
limited. This section conducts a comprehensive review of
datasets relevant to sports actions, presented in Table 1.

2.1. Football

Soccer-ISSIA [11]: This dataset encompasses 18,000 high-
resolution frames captured by 6 static cameras. This dataset
is predominantly employed for tasks such as player track-
ing, detection, and team activity recognition. However, the
dataset is relatively limited in scale.

Football Action [46]: This proprictary dataset was
recorded using 14 synchronized Full HD cameras, provid-
ing annotations for player positions with bounding boxes
and comprising five distinct activity categories. Regrettably,
this dataset is not accessible to the public. It plays a piv-
otal role in propelling advances in football AR research.
They address diverse research requirements, spanning from
player detection to AR, each characterized by distinct scales
and levels of annotation detail. However, these datasets are
limited in scale and unable to be accessed publicly.

2.2. Basketball

SpaceJam [13]: Collecting 10 categories of basketball ac-
tions from NBA and Italian championship videos, Space-
Jam includes RGB images and estimated player poses. It
is suitable for developing skeleton-based AR models but is
limited by its small scale.

FineBasketball [17]: Developed for fine-grained bas-
ketball AR, this dataset includes three broad categories and
26 fine-grained categories. It is limited due to its imbal-
anced data distribution.

NPUBasketball [32]: Comprising 2,169 self-recorded
video clips of basketball actions, NPUBasketball provides
RGB frames, depth maps, and player skeletons. It is suit-
able for various AR models but transferring models trained
on it to broadcasting videos is difficult due to its self-
recorded nature.

These datasets cater to different needs in basketball AR,
providing annotations for player positions, ball movements,
and various action categories. However, they vary in scale,
level of detail of the annotation, and challenges, thereby of-
fering researchers a diverse set of resources for advancing
research in basketball analysis.
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2.3. Volleyball

HierVolleyball [18]: Developed for team AR, this dataset
contains 1,525 annotated frames from 15 YouTube volley-
ball videos. It includes action labels for individual play-
ers as well as group activities, such as setting, spiking, and
passing. While these volleyball datasets offer dense anno-
tations, such as player bounding boxes, they are relatively
small in scale and feature coarse action categories.

2.4. Hockey

Hockey Fight [4]: Hockey fight is a binary classification
dataset that contains fight and non-fight instances in hockey
games. This dataset comprises 1,000 video clips from NHL
games, each containing 50 frames with corresponding la-
bels. However, this dataset is limited by its small-scale
and coarse categories, with ‘fight’ focusing solely on binary
classification, and the player tracking is primarily for player
detection.

2.5. Tennis

ACASVA [10]: Developed for tennis AR, ACASVA con-
sists of 6 broadcast videos of tennis games with three cat-
egories of action: hit, non-hit, and serve. It annotates the
players’ positions and temporal boundaries of the actions
but only provides the extracted features of the video clips
instead of the original videos.

THETIS [14] : Comprising 1,980 self-recorded videos,
THETIS includes 12 tennis actions categorized into back-
hand shots, forehand shots, service shots, and smashes. It
provides RGB frames, depth videos, and 2D/3D skeleton
videos, allowing the development of multiple types of AR
models.

While existing tennis datasets are limited by their small-
scale and coarse annotations, they offer multiple modali-
ties, such as RGB frames, textual descriptions, and depth
maps, which can benefit research in multimodal learning
approaches.

2.6. Table Tennis

TTStroke-21 [33]: Comprising 129 self-recorded videos
of 94 hour-long games, TTStroke-21 annotates 1,378 ac-
tions into 21 categories, such as serve backhand spin and
forehand loop. Despite the fast-paced nature of table tennis,
this dataset is not considered to pose difficulties, possibly
due to its high frame rate (120 FPS).

Stroke Recognition [24]: Similar to TTStroke-21, but
larger in scale, Stroke Recognition includes 22111 trimmed
videos with strokes categorized into 11 categories. Despite
its size, the use of this dataset is less challenging: high ac-
curacy can be achieved with simple models.

These table tennis datasets offer valuable resources for
stroke recognition and analysis, featuring annotations for

various aspects of the game, such as stroke categories, ball
positions, and player poses. However, limitations, such as
the size of the dataset, imbalanced data, and quality of the
annotations, need to be considered in using these datasets
effectively.

2.7. Badminton

Stroke Forecasting [49]: Consisting of 43191 trimmed
video clips, each annotated with one of 10 stroke cate-
gories, Stroke Forecasting also enables stroke forecasting
tasks, predicting the next stroke in a rally based on previous
strokes.

2.8. Diving

Diving48 [27]: Including 18404 video segments covering
48 fine-grained diving categories, Diving48 provides a rela-
tively unbiased dataset for AR tasks. It is diverse in its cov-
ered sport, providing annotations for various aspects such as
player positions, stroke boundaries, action categories, and
quality assessment scores.

2.9. Multiple Types of Sports

UCF Sports [39]: A dataset with 150 video clips at 10
FPS and covering 10 sports categories including diving, golf
swing, and running. MSR Action3D [26]: Comprising 576
sequences of depth maps, MSR Action3D enables sports
AR tasks such as tennis serve and golf swing.

Olympic [36]: This dataset includes 800 videos cover-
ing 16 sports categories, such as long jump, tennis serve,
and diving, sourced from YouTube.

Sports 1M [21]: A large-scale dataset with around one
million videos sourced from YouTube, covering 487 sports
categories and facilitating coarse and fine-grained classifi-
cation.

2.10. Others

Other datasets are very few in number and have focused on
other sports instead of those discussed above. Such datasets
include Win—Fail [37], a dataset that focuses on recogniz-
ing win or fail outcomes of actions, collecting 817 win—fail
video pairs from various domains.

CVBASE Handball [38] & CVBASE Squash [38]:
These datasets provide trajectories of players and action cat-
egories for handball and squash AR tasks. GolfDB [34]:
Facilitating golf swing analysis, GolfDB includes high-
quality video segments with action labels and player bound-
ing boxes.

FenceNet [51]: Comprising 652 videos of expert-level
fencers performing actions across six categories, FenceNet
offers RGB frames, 3D skeleton data, and depth data. All
of these datasets are proposed for sports that are not partic-
ularly popular, and none of these datasets have specifically
been designed to focus on cricket.
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Figure 2. Framework for cricket sport activity recognition. Consists of two modules, where first we collected data for cricket and then

pre-processed and trained various state-of-the-art baseline models.

2.11. Cricket Sport Action Recognition

All the sports datasets discussed earlier were proposed for
sports other than cricket. Our work specifically concentrates
on cricket actions. Currently, only three datasets are avail-
able for CAA, namely DPC _Images [35], EXINP [35], and
CKT [2]. The details of these datasets are provided below.

DPC_Images[35]: It is a frame-based dataset designed
for summarizing cricket videos. Comprising two distinct
classes, namely, delivery and play, this dataset is collected
from international cricket tournament matches, including
the ICC Under-19 Cricket World Cup 2022, India tour of
South Africa (2022), and the ICC Men’s T20 World Cup
2021. The dataset encompasses a total of 8,646 images,
with the delivery class containing 2,304 images and the play
class 6,442 images. The delivery class features images cor-
responding to activities of cricket bowling, characterized by
the bowlers swinging their arm above the shoulder and re-
leasing the ball without further straightening of the elbow
after reaching shoulder level. In contrast, all activities, or
events apart from the delivery, such as various gameplay
actions, are included in the play class.

EXINP [35]: This dataset is an audio dataset capturing
audio segments from cricket play. Categorized into excited,
interval, and normal play, this dataset comprises a total of
868 audio segments, each one second long. The audio seg-
ments are collected from the Big Bash League (2017-2018).
There are three distinct categories: interval (119), normal
play (492), and excited (257). The categorization is accom-
plished through manual segmentation and labeling, aligning
events in each segment with the defined categories. Specif-

ically, the excited category encompasses key events in the
cricket domain, featuring high audio information. The nor-
mal play category includes audio segments with routine and
normal events, characterized by less audio information and
minimal significance for the key events. The interval cat-
egory contains audio segments with substantial audio in-
formation but lacking an association with key events in the
context of the cricket match.

CKT [2]: This dataset has been curated from sources
including YouTube and cricket-info websites. Encompass-
ing a total of 722 videos, this dataset only provides a repre-
sentation of batting activities, including pull shot, bowled,
reverse sweep, defense, and cover drive. All videos hold a
frame rate of 30 frames per second and share backgrounds
of the grounds, pitches, and spectator accommodations.
Each class within the dataset consists of 150 videos. The
dimensions of each frame are standardized at 840 x 480 pix-
els.

Although DPC_Images [35], EXINP [35], and CKT [2]
contribute valuable resources for CAA, but they have cer-
tain limitations. DPC_Images [35] is an image dataset, de-
signed for summarization tasks, and focuses on only two
classes, limiting its coverage of diverse cricket actions and
potentially hindering generalization. Similarly, the fact that
EXINP[35] is an audio dataset impacts the model’s ability
to generalize across various audio segments. CKT [2] is
a video dataset, and its relatively small scale and the gen-
erality of its activity classes limit the development of ro-
bust CAA models. Furthermore, the uniformity in the back-
ground and setting aids controlled experiments but limits
its adaptability to varied environments. Lastly, the short-
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ness of their video clips limits the ability to capture the full
temporal dynamics between the player’s interaction and the
boundary in certain cricket actions. Therefore, efforts to
enhance the emerging field of CAA should consider these
limitations and propose a more suitable dataset for informed
decision-making in the context of CAA tasks.

3. The Proposed Cricket Excited Actions
Dataset

The primary objective of our CEA dataset is to establish a
novel and demanding benchmark for CAA. An overall pic-
torial representation of the method of collecting and pro-
cessing this dataset is presented in Figure 2, which shows
how the dataset encompasses scenarios with multiple play-
ers engaging in various actions, each possessing distinct
temporal durations. The inherent complexity of each class
within the dataset is thoroughly designed to align with prac-
tical applications to cricket and sports activity. In this sec-
tion, we present a comprehensive discussion covering the
dataset’s construction, its distinctive characteristics, and the
diverse challenges associated with it.

3.1. Construction of the Dataset

Generating the Action Vocabulary: To generate the ac-
tion vocabulary in cricket, we selected the categories of
Clean Bowled, Sixes, Fours, and Catches, because they in-
volve multiple players, have less ambiguous actions, and
have well-defined temporal boundaries. Additionally, these
4 activities are in great demand in several applications, such
as TV sports commercials and coaches’ training a player for
these key actions. Generally, cricket competitions at the in-
ternational level are classified into three playing formats: 1)
Test matches 2) One-Day Internationals, and 3) Twenty20
Internationals. These matches are played under the rules
and regulations approved by the ICC, which also provides
the match officials [19].

Data preparation: These 4 categories were selected
and downloaded from several cricket videos from YouTube-
verified channels whose generation authorities have been
approved by the ICC website [19]. To ensure accuracy
and avoid potential mistakes in labeling, for annotating the
videos we engaged professionals with a profound under-
standing of cricket. The team of domain knowledge ex-
perts for each category was engaged and then the annota-
tions were refined in their spatial and temporal aspects by
professional players during the quality control step. Each
video selected had a high resolution and dimensions of 720
or 1080p. These videos are long videos, and our desired
classes arise randomly, therefore, we manually annotated
each video to define the temporal boundary of each action.
Any content containing other background scenes, such as
awards, strategic time, or reviews for the Third Empire, was
discarded. In the quality control, the annotations underwent

two stages of scrutiny. Initially, domain experts verified
each clip, rectifying inaccuracies and adding missing anno-
tations, ensuring all cricket actions were taken into account.
Subsequently, each instance was reviewed at a playback of
5 FPS, correcting any temporal discrepancies. These rigor-
ous quality control measures ensured the accuracy and re-
liability of the cricket dataset, bolstering its suitability for
research and analysis.

3.2. Characteristics and Statistics of the Dataset

In the CEA dataset, 4 classes contain fine-grained actions
collected from multiple cricket matches. Table 1 compares
the statistics of the existing datasets about cricket. For in-
stance, EXINP [35] is an audio dataset with 868 audio clips
which is not directly used to analyse the cricket activity
recognition. Similarly, DPC_Images [35] is an RGB images
dataset with 8646 images for two classes, namely, Deliv-
ery, with 2304 images, and Play, with 6442. CKT [2] is
an RGB video dataset with 5 classes. However, this dataset
is limited to only 722 video clips, each only three seconds
long. Additionally, their action categories are not directly
used for practical applications such as the generation of TV
commercials of highlights. In response to these considera-
tions, our CEA is a large benchmark dataset with a total of
2,146 clips. Its actions have different temporal durations,
which makes the development and use of AR models more
difficult. Furthermore, our action instances are often related
to a longer temporal context and intersection with the con-
text, as shown in Figure 3. The categories selected enhance
the field of cricket research with the context of their applica-
tions. Our CEA has several distinctive characteristics when
compared with existing datasets.

Challenging: CEA presents significant complexity
compared to other datasets. It features multiple players as-
suming various positions to execute actions, requiring that
models discern the categories of the actions amidst diverse
backgrounds. Moreover, the dataset covers a wide range
of temporal dynamics with overlapping actions, which are
marked by fast movements of the camera and the players,
resulting in notable deformation and occlusion of the ac-
tions. The similarities of the features of the existing and our
proposed datasets are shown in Figure 4.

High Quality: The high-resolution data (720p or 1080p)
were collected from different sources and diverse tourna-
ments, ensuring detailed preservation of the activities. Ad-
ditionally, a professional athlete annotated precisely the
dataset with temporal boundaries. The annotation process
is combined with strict quality control measures, ensuring
the consistency and cleanliness of the annotations.

Diversity: The videos in each category were col-
lected from various cricket events across different countries
and genders, promoting a less biased and better-balanced
dataset suitable for comprehensive sports analysis.
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Figure 3. Visual representation of the average temporal duration
for each category. Here, (a) represents our proposed and (b) repre-
sents the CKT dataset.

Application Orientation: The versatility of CEA ex-
tends to various applications within the analysis of cricket
events, from facilitating the automatic generation of high-
lights for TV commercials to enabling Al-driven referee
systems and technical assistance, the dataset has many uses.
Additionally, it serves as a valuable resource for assessing
a player’s abilities, formulating training plans, formulat-
ing game strategies, and facilitating player trades between
teams.

4. Experiments and Analysis

In this section, we offer a thorough examination of state-
of-the-art baseline AR models using CKT [2] and our pro-
posed CEA dataset which illuminate the manifold chal-
lenges present in CEA.

4.1. Experimental Setting

Experiments are conducted using Linux operating systems,
the PyTorch DL library, and the NVIDIA GeForce RTX
3090 GPU. We used the MMAction2 [9] benchmarks with a
standard split for training and testing AR. Each model was
trained for 100 epochs without pre-trained weights, due to
the fact that multiple players were engaging in distinct ac-
tions within the same scene, thus necessitating a nuanced
approach to understanding the task especially when shifting
from daily activities to sports actions.

4.2. Spatio-temporal Action Recognition Results

In the literature on sports and AR, numerous methods have
been proposed, demonstrating remarkable performance and
being effectively used in different applications. In order
to contribute to the growing body of knowledge in cricket
SAR, we conducted a rigorous evaluation of our newly in-
troduced CEA and existing CKT [2] dataset. With these
experiments, this work will serve as a valuable benchmark
for the research community in this domain.

UMAP Projection of CEA dataset UMAP Projection of CKT dataset

Cumap3t F
Umaps "t

(a) (b)

Figure 4. Classes similarity of existing and our proposed dataset.
Here, (a) represents our and (b) represents the CKT dataset.

4.2.1 Performance of the CNN models

To establish a robust baseline, we employed the 10 state-
of-the-art models tabulated in Table 2, encompassing both
CNN and transformer-based architectures, due to their
proven efficacy in AR tasks. The inclusion of these models
is grounded in the rich domain knowledge of CV and DL,
recognizing their ability to capture both spatial and tempo-
ral information, something which is crucial for understand-
ing complex sports activities.

In the CNN category, our evaluation involved prominent
models, such as C3D [43], TSN [48], C2D [50], I3D [&],
R2+1D [44], CSN [46], and SlowOnly [12]. These mod-
els have demonstrated exceptional performance in various
AR scenarios, highlighting their applicability and versatil-
ity. The reported achievements for these models underscore
their effectiveness in extracting meaningful features from
the spatio-temporal dynamics inherent in CEA, achieving a
top-1 % accuracy of, respectively, 0.8326, 0.8018, 0.8150,
0.8062, 0.8590, 0.7577, and 0.4141. On the other hand, all
of the models exhibit higher performance, as shown in Ta-
ble 2, on the CKT dataset compared to our proposed dataset,
highlighting challenges within our proposed dataset.

4.2.2 Performance of the Transformer Models

Regardless of the CNN models, our evaluation extended to
transformer-based architectures such as TimeSformer [5],
VideoSwin [31], and UniFormerV2 [25] models. These
transformer models have exhibited significant prowess in
capturing long-range dependencies and temporal intrica-
cies, making them pertinent choices for spatiotemporal
AR in cricket. The reported results for TimeSformer
[5], VideoSwin [31], and UniFormerV2 [25] underscore
their competitive performance, achieving, 0.7665, 0.3480,
0.6211 top 1 accuracy on the testing data. Among all these
models, the CNN models achieved higher performance as
compared to the transformer models due to their inductive
biases. Analysis of the learning of the intermediate features
of the R2+1D [44] is shown in the testing videos as shown
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Top-1 (%)

Methods Year Res
CEA CKT[2]

C3D [43] 2015 112x112 83.26 81.13
TSN [48] 2016  224x224 80.18 -
C2D [50] 2018 224x224 81.50 84.91
13D [8] 2018 224x224 80.62 97.17
R2+1D [44] 2018 112x112 85.90 91.51
CSN [45] 2019 224x224  75.77 99.06
SlowOnly [12] 2019 256x256 41.41 99.06

TimeSformer [5] 2021
VideoSwin [31] 2022
UniFormerV2 [25] 2022

224x224 76.65  96.23
224x224  34.80 -
224x224  62.11 -

Table 2. Performance of various state-of-the-art baseline action
recognition methods on proposed CEA and existing CKT datasets.

Catches Clean Bowled Four Six

Figure 5. Attention of the R2+1D model on the test set of our
proposed dataset.

in Figure 5. Their confusion performance on the testing data
is shown in Figure 6.

This comprehensive evaluation of the existing dataset
and our CEA dataset not only establishes it as a robust base-
line for CAA but also sheds light on the nuanced strengths
and capabilities of both CNN and transformer models in
the context of spatio-temporal action analysis. These find-
ings contribute valuable insights to the broader discourse on
sports analytics, emphasizing the role of advanced DL ar-
chitectures in understanding and interpreting intricate sports
activities.

However, our CEA dataset poses several challenges for
CAA. Firstly, it involves complex actions with multiple
players, requiring any model to detect subtle motion cues
accurately. Secondly, diverse temporal dynamics across ac-
tion categories complicate the task of recognition. Thirdly,
the rapid movements of the camera and the players intro-
duce challenges like occlusions, limiting DL models’ ef-
fectiveness. Finally, the dataset’s focus on practical appli-
cations in the industry intensifies the challenge of the de-
velopment and evaluation of a model in real-world sports

60
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Figure 6. Confusion matrix of the R2+1D model on the testing
data.

scenarios.

5. Conclusion

This study has introduced the CEA dataset, which addresses
the limitations of existing datasets in the domain of CAA.
The proposed dataset is a large-scale, high-quality dataset
with multi-person actions, filling a crucial gap in this do-
main. The selected activity classes, aligned with offi-
cial standards, focus on key moments in cricket matches.
Through empirical studies, we have identified the chal-
lenges such data present to the development of AR mod-
els, including the complexity of the spatial patterns and the
long-term temporal dynamics. The CEA dataset not only
can serve as a valuable benchmark for CAA but can also
contribute insights for addressing these challenges. We be-
lieve CEA will catalyse advances in recognizing cricket-
specific actions and enhance the practical applications of
CAA in various domains. In the future, it needed to focus on
expanding the CEA dataset to include more diverse cricket
actions, refining the architectures of the models to address
the spatial and temporal challenges, exploring multi-modal
approaches for improved recognition, and fostering collab-
orations for specialized models aligned with cricketing con-
texts.
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