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Figure 1. Overview of MV-Soccer Framework: Our motion vector augmented approach performs detection, instance segmentation and
tracking in complex scenarios simultaneously. The test image is given on the left side, and the comparison of our method (MV-Soccer)
with SOTA trackers (OC-SORT [9] and ByteTrack [51]) is shown on the right side. The cyan arrows indicate detection errors.

Abstract

This work presents a novel real-time detection, instance
segmentation, and tracking approach for soccer videos. Un-
like conventional methods, we augment video frames by
incorporating motion vectors, thus adding valuable shape
cues that are not readily present in RGB frames. This facil-
itates improved foreground/background separation and en-
hances the ability to distinguish between players, especially
in scenarios involving partial occlusion. The proposed
framework leverages the Cross-Stage-Partial Network53
(CSPDarknet53) as a backbone, for instance segmentation
and integrates motion vectors, coupled with frame differ-
encing. The model is simultaneously trained on two pub-
licly available datasets and a private dataset, SoccerPro,
which we created. The reason for simultaneous training
is to reduce biases and increase generalization ability. To
validate the effectiveness of our approach, we conducted
extensive experiments and attained 97% accuracy for the
DFL - Bundesliga Data Shootout, 98% on the SoccerNet-
Tracking dataset, and an impressive 99% on the SoccerPro
(our) dataset.

1. Introduction

Recent advances in artificial intelligence and deep learning
have led to the development and pairing of numerous ob-
ject detection, segmentation, and tracking algorithms with

publicly available datasets [5, 12]. A crucial aspect of com-
puter vision involves the simultaneous detection, segmenta-
tion, and tracking of multiple objects within a single frame,
widely applicable across diverse domains [47]. Challenges
in soccer video instance segmentation and tracking include
the presence of diverse objects, edge ambiguity, and shape
complexity [12]. Addressing these challenges requires a
combination of custom algorithms and techniques. While
modern segmentation and tracking methods perform well in
situations for which they have been designed (e.g., detect-
ing, counting, and tracking people in crowds or classifying
their actions [4]), they fall short under challenging scenarios
like soccer matches. This is typically caused by the players’
diminutive relative dimensions on the screen, the similar ap-
pearance of members of the same team, the everyday use of
pan-tilt-zoom cameras for televising games, etc.

A significant number of different industries, both com-
mercial and scientific, use videos and images. Because of
the enormous popularity of Artificial Intelligence (AI) in
sports and the expansion into new marketplaces (like sport
prediction markets), sports, and, specifically, soccer, have
become one of the industry segments which has received the
greatest attention from the field of video analytics [40]. The
data gathered by detecting and tracking players in a soc-
cer match using AI provides information that helps evaluate
various tactical elements of the soccer game, including in-
dividual and team activities [27]. The extracted information
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certainly can be beneficial in devising strategies to evalu-
ate and groom both professional and aspiring soccer play-
ers, leading to better sportsmen and teams by highlighting
flaws and driving attention towards the weak points. When
collecting individual player and team statistics from soc-
cer footage, tracking objects is crucial for determining the
overall distance run, ball possession time, or team configu-
ration. Interpreting broadcast videos is a challenging prob-
lem since it demands effective decision-making despite cuts
that break continuity [15, 24]. However, only a few datasets
are available for training models and benchmark them in a
standardized test environment [13].

Keeping in mind the above mentioned problems and
challenges, this paper presents motion vector-based video
detection, instance segmentation and tracking for soccer
videos incorporating motion vectors. This work is inspired
by the observation that motion vectors can provide discon-
tinuities (“edges”) between foreground and background and
occlusion between soccer players during the game. The
main contributions are as follows.
1. We propose a novel framework for real-time soccer

player detection, instance segmentation and tracking
pipeline using motion vectors generated by a DenseNet-
based motion estimation from absolute frame differences
called MV-Soccer.

2. We introduce a new dataset, SoccerPro, that comprises
1, 495 mp4 videos of soccer matches.

3. We provide annotations for four classes in consecutive
as well as random frames

The proposed framework can perform well on soccer-
related and other benchmark video datasets.

2. Related Work
This section reviews the related work in detection, in-
stance segmentation, and tracking. We focus on deep learn-
ing, computer vision, and artificial intelligence techniques.
These studies highlight open challenges that need to be ad-
dressed before successfully meeting the requirements of
video instance segmentation and tracking for fully auto-
mated recommendation systems.
Detection. Real-time detection of objects enjoys signifi-
cant attention in computer vision, targeting a wide range
of applications such as autonomous driving, medical im-
age analysis, object tracking, and robotics. Akan et al. [3]
examine the difficulties associated with soccer video analy-
sis and its application in various groups, such as player/ball
detection and tracking, event detection, and game analysis.
Several object detection and tracking methods have been
proposed. Jiang et al. [30] find that the YOLO (You Only
Look Once) family of deep architectures is one of the best
detection techniques to date. Wang et al. [46] provide a
solution that seamlessly integrates efficient training tools
with the proposed architecture and the compound scaling

Figure 2. MV-Soccer Performance: We compare HOTA (top
row) and MOTA (bottom row) metrics for both the MOT17 (left
column) and MOT20 (right column) datasets, all plotted over IDF1
on the X-axis. Compared to state-of-the-art approaches (OC-
Sort [9], ByteTrack [51], BoT-Sort [2], StrongSort [17], and Mo-
tionTrack [38], MV-Soccer (ours) achieves superior performance
for all metrics. Note that all approaches perform better for MOT17
than the more challenging MOT20. Also, note that MOTA scores
are generally higher (different Y-range between the two rows).

method. The optimization of the training setup and object
detection is achieved by proposing adaptable and efficient
training tools, leading to the characterization of their opti-
mized method as a “trainable bag-of-freebies”.
Hurault et al. [28] propose a self-supervised pipeline ca-
pable of detecting and tracking low-resolution soccer play-
ers under varying recording conditions, eliminating the ne-
cessity for ground-truth data. Naik et al. [36] present an
approach to the soccer ball and player tracking based on
YOLOv3 and Simple Online Real-Time (SORT), aiming
to accurately classify detected objects in soccer videos and
track them across diverse challenging scenarios. Nergård
et al. [37] present an algorithm which detects and annotates
the segments of the input dataset automatically. The method
detects events using sliding windows and categorises them
into a predetermined number of groups.
Segmentation. Video instance segmentation was intro-
duced by Yang et al. [49], accompanied by a dataset named
YouTubeVIS, which consists of 2, 883 high-resolution
YouTube videos, a 40-category label set and 131k high-
quality instance masks. Athar et al. [6] worked on object
detection, segmentation, and tracking for rich and complex
scenes. Mask-free video instance segmentation achieves
high performance using only bounding boxes discussed by
Lei et al. [32] to mark objects. The authors validate the
proposed scheme on the YouTube-VIS 2019/2021, OVIS
and BDD100K MOTS benchmark datasets. The proposed
scheme greatly reduces the long-standing gap between fully
and weakly supervised VIS on four large-scale benchmarks.
Heo et al. [25, 26] develop a generalized framework for

3246



VIS, called GenVIS, to improve memory efficiency. Gen-
VIS achieves SOTA performance on challenging bench-
marks without designing complicated architectures or re-
quiring additional postprocessing. The key contribution of
their work is the learning strategy, which is a query-based
training pipeline for sequential learning with a novel tar-
get label assignment. Ghasemzadeh et al. [20] introduce a
cohesive framework for automated sports analytics, produc-
tion, and broadcast, which encompasses tasks such as locat-
ing the ball, predicting pose, and segmenting the instance
mask of players in team sports scenes.
Tracking. It is always challenging to keep track of play-
ers in a soccer game visually due to nuisances such as oc-
clusions, deformations, and changes in camera perspective.
Heng et al. [19] introduce an innovative tracking approach
termed Motion Features-based Simple Online and Realtime
Tracking (MF-SORT). This method prioritizes the motion
features of objects in data association, enabling a balanced
trade-off between performance and efficiency. Cioppa et
al. [14] provide a unique dataset, SoccerNet-Tracking de-
signed for multiple object tracking that comprises 200 chal-
lenging soccer scenarios with sequences lasting 30 seconds
each, along with a full 45-minute halftime segment for long-
term tracking. Manafifard et al. [35] discuss a detailed sur-
vey on a player tracking in soccer videos. Yang et al. [48]
provide a Cascaded Buffered IoU (C-BIoU) tracker to track
multiple objects with irregular motions and indistinguish-
able appearances. Furthermore, the authors add buffers to
expand the matching space of detections and track the ir-
regular matching better than the prior techniques. Iwase et
al. [29] propose a solution using a background subtraction
method through multiple cameras to track soccer players.
Scott et al. [41] propose SoccerTrack, a dataset that includes
GNSS and bounding box tracking data annotated on videos
recorded using an 8K-resolution fish-eye camera and a 4K-
resolution drone camera. This dataset, however, also has
some limitations, such as environmental conditions, being
recorded on a single pitch, and with a limited number of
sets of soccer jerseys.
Multi-object tracking, which combines camera motion
compensation and Kalman filters, can track an object in
real-time scenarios accurately [1]. The authors report bet-
ter results in terms of MOT metrics on the MOT17 dataset:
80.5 MOTA, 80.2 IDF1, and 65.0 HOTA. OC-Sort [9]
improves the tracking robustness using Kalman Filters in
crowded scenes, and, when objects are in non-linear motion,
by considering object observations to compute a virtual tra-
jectory over the occlusion period to fix the error accumu-
lation of filter parameters. MotionTrack [38] considers in-
stead a transformer baseline for the MOT in an autonomous
driving environment. Lu et al. [33] propose a learning ap-
proach to identify and track players in soccer videos. Byte-
Track [51] introduces a generic association method that

considers every detection box instead of only the high-score
ones, utilizing similarities with tracklets to recover true ob-
jects and filter out the background detections. At the same
time, StrongSORT [17] uses Gaussian-smoothed interpola-
tion (GSI) to compensate for missing detections.
Datasets: The advancements in Multiple Object Tracking
(MOT) owe much of their success to the multitude of pub-
licly released datasets available to the community. Yu et
al. [50] have undertaken the work closest to ours. The soc-
cer player Multi-Object Tracking (MOT) domain lacks ex-
tensive benchmarks, and the available datasets are notably
limited in size. Feng et al. [18] introduce the SSET dataset
consisting of 282 hours of video, from which 80 tracking se-
quences are derived. SSET is primarily designed for single-
object tracking rather than Multiple Object Tracking. But,
our emphasis is on multiple classes, including their posi-
tions and trajectories. We thus annotated various timing se-
quences, encompassing the 90-minute game, the 45-minute
half-game, and random sequences from any soccer game,
skipping frames that were deemed static based on motion
vectors. This marks the inaugural public release of tracking
data spanning long, short, and random durations within the
sports community.

3. Methodology
Our proposed architecture consists of three components:
a backbone to perform feature extraction, a neck to per-
form video-frame resampling, and a head to perform mo-
tion compensation and tracking.
Architecture. The input data is a sequence of frames
(f1, f2, . . . , fN ), with fi ∈ RH×W×M×n, taken using a
custom frame rate where M represent the depth of the
frame. Fig. 3 shows the step-by-step pipeline of our
methodology, while Algorithm. 1 summarizes our motion
vector augmented instance segmentation and tracking flow.
Backbone. We feed images of size 608× 608× 3 as input
and pass them through a series of convolutional layers to
extract features. We use the Cross-Stage-Partial Network53
(CSPDarknet53) in this work as a backbone for training,
which involves downsampling operations through convo-
lutional and pooling layers to capture features at different
scales. The input frame undergoes a segmentation process
divided into smaller slices to reduce the image’s dimensions
to 448 × 448 before being fed into the convolutional net-
work. Initially, a 1 × 1 convolution is employed to reduce
the channel count, followed by a 3 × 3 convolution to pro-
duce a cuboidal output (also see Fig. 3).
Path Aggregation Network (PAN). After extracting rel-
evant features from the backbone layers, the neck stage
concatenates feature maps from various layers of the back-
bone network and forwards them to the head. At the head
stage, these feature maps undergo upsampling via deconvo-
lution to reconstruct images, while the quality is enhanced
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Figure 3. Left: view of our MV-Soccer pipeline. The architecture consists of three components. The Backbone extracts features from
input frames. The Neck uses a Path Aggregation Network (PAN) to reduce the feature map’s size and increase the features’ resolution. The
Head incorporates the motion vectors to perform motion compensation, instance segmentation and tracking. Three segmentation heads
were utilized with their respective dimensions. Insets against a sky blue (right) backdrop provides a detailed view of the partial network
modules. From top right to bottom right Focus, SPP, CSP1, CSP2, BottleNeck (BNeck) and Residual Block (RBL) modules.

by residual learning that uses residual blocks or skip con-
nections to enable the network to learn residual mappings.
This process facilitates accurate image reconstruction from
the feature maps. The neck stage comprises RBL (Resid-
ual Block Layer), CSP2 (Cross Stage Partial Network2) and
their working is shown in the bottom right corner in Fig. 3.
Motion Vector Extraction. The frames were extracted
from videos for analysis using Bommes et al. [8] motion
vector extraction technique, “mv-extractor” to determine
the motion between them. Afterwards, the frames were
decoded to BGR images, motion vectors, frame types and
time stamps by utilizing H.264 and H.265 codecs1 which
offer high compression rates, excellent image quality, and
widespread support (also see Algorithm 2). The accuracy
of the predicted bounding boxes was increased by incorpo-
rating object motion between consecutive frames. However,
motion vectors may also add shape cues, e.g., players par-
tially occluding each other. Eqn. (1) formalizes the incor-
poration of motion vectors, for instance segmentation and
tracking.
Let (bi, bj) be the center coordinates and w, h be the width
and height of the predicted bounding box. Then, the mo-
tion vector m = (m0,m1) (e.g., the polar vector mean of
the vectors under the bounding box [5]) is incorporated by
utilizing both per-object and per-pixel motion vectors.

b′i = bi +m0, b
′
j = bj +m1, w

′ = w, h′ = h, (1)

where b′i, b
′
j , w

′, h′ are the updated bounding box coordi-
nates with the motion vector incorporated.

1https://github.com/LukasBommes/mv-extractor/

Frame Differencing. A traditional, accurate, and robust
optical flow estimation to capture the fast and complex mo-
tion patterns would be an option for soccer video instance
segmentation and tracking but computing full-resolution
optical flow is computationally demanding. Instead, we use
a DenseNet-based method because of its ability to learn in-
tricate motion patterns and handle complex scenes. To com-
pute differences between two frames f1 and f2, we use ab-
solute differences,

∆12(j, k) = |f1(j, k)− f2(j, k)| , (2)

where f1(j, k), f2(j, k) represent the pixel value at coordi-
nates (j, k) in the respective frame. We then convert the
difference ∆12 to grayscale and threshold it to significant
differences. The resulting thresholded image is returned as
the output.
Motion Compensation. We predicted the displacement
of players between frames by analyzing the motion vec-
tors extracted from consecutive video frames using Lukas
Bommes’ mv-extractor [8]. This prediction helped us ad-
just the position of players in subsequent frames, reducing
motion-induced distortions and improving the accuracy of
segmentation and tracking algorithms.
Tracking Pipeline. The tracking pipeline utilizes a sub-
portion of the BoT-SORT tracker [1] in MV-Soccer for a
better tracker experience regarding motion enhancement,
embedding and IoU. Algorithm 2 summarizes the work-
ing of drawing a motion vector by setting f as the current
video frame and m v as a NumPy array containing motion
vectors. The function first checks if there are any motion
vectors to draw (if len(m v) > 0). Afterwards, it Keeps
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Algorithm 1: MV-Soccer
Input: Video frame sequence fn
Output: Instance segmentation & tracking results
Initialize the MV-Soccer model;
Load the pre-trained weights;
fcur← null;
while Frames available do

fprev←fcur;
fcur← PREPROCESS(fnext);
/* Backbone */
x← BACKBONE(fcur);
x← DOWNSAMPLE(CONV(RBL(x)));
/* Neck (PAN) */
x← CONCAT(UPSAMPLE(x));
/* Detection Head */
y ← OBJECT DETECTION(x);
z ← NON MAX SUPPRESS(x);
/* Mask Head */
y ←MASK PREDICTION(y);
/* Post-processing */
y ← SCALE(UPSCALE(y));
if fprev =null then

yield SEGMENT(y, z);

/* Frame Differencing */
∆← | fcur− fprev|;
m←MOTION VECTORS(∆);
/* Segmentation & Tracking */
yield SEGMENT AND TRACK(y, z,∆,m);

Algorithm 2: Draw Motion Vectors
Procedure Draw MV(f , m v)
if l(m v) > 0 then
num mvs← shape(m v)[0]
for mv in split(m v, num mvs) do
s pt← (mv[0, 3],mv[0, 4])
e pt← (mv[0, 5],mv[0, 6])
cv2.arrowedLine(f, s pt, e pt, (0, 0, 255), 1,
cv2.LINE AA, 0, 0.1)

end for
end if
return f

iterating until it gets motion vectors, and for each motion
vector, it extracts the starting point (s pt) and ending point
(e pt) from the vector. It then uses cv2.arrowedLine to
draw an arrow on the motion vector’s frame. Frame dif-
ferences are used to compute per-pixel motion estimation
using a DenseNet. We then select motion vectors at the
centroid of each moving object to perform motion compen-
sation for the tracking stage. In addition, we also utilize

per-pixel motion vectors. They are stacked onto the RGB
image to serve as input for segmentation. In this fashion, we
simultaneously apply detection, segmentation, and tracking
(cf. Fig. 1). Fig. 4 presents a graphical overview.

Figure 4. MV-Soccer Tracking: left-to-right, we give frames as
input, followed by computing the frame differencing and passing
them to the next stage to compute the motion vectors. Finally,
per-pixel motion vectors are applied for better segmentation and
tracking.

Post-Processing. For generating instance masks of each
object, we leverage features from the extracted motion vec-
tors, employing a combination of upsampling and convo-
lutional layers to produce a binary mask for individual ob-
jects. Three segmentation heads were utilized with dimen-
sions in height and width of 76× 76, 38× 38 and 19× 19.
Finally, the detected and segmented objects and their masks
are post-processed to refine the bounding boxes and remove
duplicates. This involves thresholding the confidence scores
to 0.25, performing non-maximum suppression to remove
overlapping boxes, and applying a mask to each remaining
box to generate the final output.
Intuition for using Motion Vectors. The use of motion
vectors in our pipeline is based on the assumption that soc-
cer players moving on the field will be outlined by motion
vector discontinuities. In particular, a static background
(that is, in a full shot, static camera scenario) will have
little to no motion vector magnitude. In this scenario, we
believe motion vectors help in foreground/background sep-
aration, providing additional shape cues about the desired
instance segmentation that are either not or only to a lim-
ited extent available in RGB images. Fig. 5, top and mid-
dle rows, shows an example of this scenario. Motion vec-
tors are color mapped using the commonly used “HSV-to-
RGB” approach: The magnitude is mapped to the V (value
or luminance channel), whereas the direction of normal-
ized motion vectors is mapped to the H (hue), a 360◦ color
wheel. We set S (the saturation) to a constant of 0.5. In
addition, we provide images of the edges in both the RGB
and motion vector data, extracted using a 3 × 3 Sobel fil-
ter. Note that the Sobel edges of the motion vectors were
computed using the motion vectors themselves and not the
color-mapped image. Even in scenarios where the back-
ground is not static, e.g., due to the use of PTZ cameras,
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Figure 5. Visual motivation for including motion vectors. Top and middle rows: relatively static scenarios from the SoccerNet-Tracking
repository dataset shot with a professional PTZ camera at 1080p (sequence fdf84965 0 & fdf84965 1). Bottom row: dynamic camera from
the GitHub repository, likely to be recorded on a mobile phone at 720p. In each row, left to right: RGB image, Sobel edges of the RGB
image, color-coded motion vectors, and edges of the motion vectors.

we observe that motion vectors tend to stand out against
the background. Fig. 5, bottom, shows an example of this
scenario (from GitHub repository). The video sequence ap-
pears to have been recorded using an un-stabilized mobile
phone at 720p resolution. Note that the sequence depicted
is very challenging for the following reasons. (1) The mo-
bile phone is not stabilized using a gimbal and produces
significant additional motion. (2) The video is blurry due
to the mobile phone’s lack of a proper optical lens array.
(3) The phone’s resolution is fairly low. As a result, the
motion vectors have a significantly lower resolution and
higher noise than in the previous scenario. Despite the chal-
lenges imposed by noisy and low-resolution motion vectors,
the results show improved performance gains over existing
frameworks that are using only RGB images.

4. Results

We analyzed the proposed methodology using the two
benchmark datasets and one private dataset, SoccerPro,
which we created. We used the pre-trained model provided
by Torchvision, specifically trained on the COCO dataset.
The model was trained simultaneously on all three datasets.
All hyperparameters remained constant during the complete
training procedure.
Training Setup. All experiments were performed on a ma-
chine running Ubuntu 22.04 with 512GB RAM, a Xeon(R)
Gold 6226R CPU and an NVIDIA RTX 3090 GPU with
24GB RAM. The complete model was implemented in
Python using Jupyter Notebook. The PyTorch framework

was used due to its high stability. We used the AdamW op-
timizer with a learning rate scheduler (10−5 . . . 0.01), mo-
mentum of 0.6, and a batch size of 16 and trained for 100
epochs.

Figure 6. Precision-Recall curve for all five Instance Segmentation
models and their comparison with MV-Soccer on all three datasets.

Datasets. This work uses the following three datasets. We
used the complete DFL- Bundesliga Data Shootout dataset
along with the subset of the SoccerNet-Tracking dataset and
merged them with the SoccerPro dataset.
DFL - Bundesliga Data Shootout: The total size of this
dataset is 37.55 GB consisting of videos acquired from
DEUTSCHE FUSSBALL LIGA (DFL2), the German na-

2https://www.kaggle.com/competitions/dfl-bundesliga-data-
shootout/data, Jan 2023.

3250



tional football association. The videos in the dataset are en-
coded as mp4, with metadata provided in csv-format. 246
files in this dataset are partitioned into three parts: clips,
test, and train [31].
SoccerNet-Tracking: The total size of this dataset is
187.8GB [10, 11, 13, 21–23] consisting of a 500 video
dataset of soccer games from the six big European leagues,
including Premier League (England), UEFA Champions
League, Ligue-1 (France), Bundesliga (Germany), Serie-
A (Italy), and LaLiga (Spain). The SoccerNet-Tracking
dataset consists of 12 full soccer games captured from the
primary camera with 1080p resolution at 25FPS. From this,
a dataset comprising 200 clips lasting 30 seconds each was
derived, accompanied by tracking data.
SoccerPro: The total size of this dataset is 4.7 TB, com-
prising 1, 459 videos of soccer games from English, Eu-
roChamp, French, German, Italian, and Spanish leagues.
Overall, our dataset consists of 47 full games: 13 full games
were captured at a resolution of 720p and recorded at 50
FPS, 17 full games were captured at a resolution of 1080p
and recorded at 30 FPS, and the remaining 17 full games
were captured at a resolution of 1280p and recorded at 30
FPS.

Table 1. Comparative Analysis: Benchmarks and SoccerPro(ours)

Source Length Duration Games Field Task
DFL 2, 00 3, 0s 9 Soccer MOT

SN-Tracker 2, 01 5, 0m 1, 2 Soccer MOT
SoccerPro 1, 459 5, 0m 4, 7 Soccer MOT

Total 1,860 – 68 – –

Dataset Creation and Annotation Pipeline. For creating
a dataset, frames were extracted from videos with the help
of a Python (videos-to-frames) conversion script. The ex-
tracted frames were categorized into consecutive and ran-
dom (nearfield, midfield, and widefield) frames. Finally,
the extracted frames were stored on disk.

Afterwards, we utilized Roboflow’s3 smart polygon (sin-
gle click) feature to annotate and label our private Soccer-
Pro dataset as well as the other two benchmark datasets. We
annotated a subset of all three datasets and split them into
three parts, i.e., 70% training, 20% validation, and 10% for
testing (also see Fig. 7). We resized frames to 640 × 640
before subjecting them to augmentation, including adjust-
ments to brightness and saturation within a range of ±25%,
rotation ±15%, clockwise rotation of 90◦, and horizontal
flipping. In Tab. 2, we summarize the details of the anno-
tated dataset along with their unique tracklets and number
of bounding boxes.

Quantitative Comparisons.
Instance Segmentation: We use four metrics, i.e., Accu-
racy, Precision, Recall, and Mean Average Precision (mAP)

3https://app.roboflow.com/fahad-majeed/

Table 2. Annotated Dataset Details

Class Unique Tracklets Bounding Boxes
Player 2, 478 1, 428, 274

Goalkeeper 378 150, 972
Referee 7, 22 422, 738
Football 5, 94 309, 824

Total 4,172 2,311,808

Figure 7. Dataset Creation and Annotation Pipeline.

to evaluate the instance segmentation model on bench-
mark and SoccerPro datasets see (supplementary materials
Fig. S.3). Fig. 6 shows the precision-recall curve to evalu-
ate the performance of our model. We computed the class-
based score of all the classes and their model to analyse how
well the method detects and segments each class separately
see (supplementary materials Tab. 6). We also evaluated the
combined classes’ output along with their model’s best re-
sults to analyse the overall performance of the method for
detection and instance segmentation (cf. Tab. 3).

Table 3. Quantitative Results: Comparative Analysis of YOLO
(v5, v7, and v8) and the proposed MV-Soccer, for instance seg-
mentation on all three datasets.

Models Precision Recall mAPbox
50−95 mAPmask

50−95 TimeRTX3090

YOLOv5s-seg [43] 0.66 0.52 0.54 0.51 1.1ms
YOLOv5m-seg [43] 0.72 0.55 0.61 0.62 1.7ms
YOLOv7-seg [45] 0.78 0.71 0.70 0.67 11.4ms
YOLOv8l-seg [44] 0.72 0.70 0.72 0.70 14.2ms
YOLOv8x-seg [44] 0.79 0.73 0.76 0.74 18.3ms

MV-Soccer 0.84 0.75 0.79 0.78 20.7ms

Tracking: We evaluate the performance of our model for
motion enhancement, embedding, and IoU against the most
recent SOTA trackers available in literature: OC-SORT [9],
MotionTrack [38], StrongSORT [17], ByteTrack [51] and
BoT-SORT [1]. As summarized in Tab. 4, our approach
consistently outperforms the other computer vision models
regarding instance segmentation and tracking. To assess the
tracking performance of our approach, we used three met-
rics: HOTA [34], MOTA [7], and IDF1 [39]. We also com-
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Table 4. Comparison of the tracking inference speed on the vali-
dation set of MOT17 and training set of MOT20 [16].

Trackers MOT17 MOT20
HOTA↑ MOTA↑ IDF1↑ FPS↑ HOTA↑ MOTA↑ IDF1↑ FPS↑

Enhanced Motion:
OC-SORT [9] 61.3 76.2 75.1 23.4 54.7 74.6 69.7 19.3
MotionTrack[38] 64.7 79.5 78.7 13.2 58.2 72.9 68.6 8.4

Embedding:
StrongSORT [17] 63.4 78.4 77.6 9.3 56.3 71.5 70.2 6.7

IoU only:
ByteTrack [51] 61.6 78.4 77.0 18.3 57.7 75.6 69.3 14.4
BoT-SORT [1] 64.5 78.9 77.4 8.5 61.6 76.2 74.7 7.6

MV-Soccer 64.9 79.8 79.2 28.7 64.7 79.2 78.5 24.5

Table 5. Overall Best Performance Comparison of Tracking
Methods on combined MOT17 Validation and MOT20 Training
Datasets.

Tracker (w) Motion Vectors (w/o) Motion Vectors
HOTA MOTA IDF1 FPS HOTA MOTA IDF1 FPS

Enhanced Motion
OC-SORT [9] 61.3 76.2 75.1 23.4 - - - -
MotionTrack [38] 64.7 79.5 78.7 13.2 - - - -
Embedding
StrongSORT [17] - - - - 63.4 78.4 77.6 9.3
IoU only
ByteTrack [51] - - - - 61.6 78.4 77.0 18.3
BoT-SORT [1] - - - - 64.5 78.9 77.4 8.5
MV-Soccer 64.9 79.8 79.2 28.7 64.7 79.2 78.5 24.5

pare the overall best performance of our model based on
with (w) motion vectors and without (w/o) motion vectors
on MOT17 validation and MOT20 training datasets simul-
taneously (cf. Tab. 5) and for their individual performances
on both datasets see (supplementary materials Tab. 7). The
overall accuracy of all the models compared with the pro-
posed MV-Soccer for Instance segmentation and tracking is
shown in Fig. 8.

Figure 8. Comparison of instance segmentation and tracking ac-
curacies between YOLO (v5, v7, and v8) and MV-Soccer.

Qualitative Comparisons. The proposed MV-Soccer
framework performs better in instance segmentation and
tracking soccer players than existing SOTA methods.
Leveraging Bommes’ MV-Extractor technique, MV-Soccer
improves precision and recall across various classes, specif-
ically the player class. This is evidenced by the substan-

tially higher class-based scores attained by MV-Soccer, as
demonstrated in the supplementary materials, Tab. 6.
The scheme shows robustness and accuracy in segmenting
soccer players, excelling in challenging scenarios such as
occlusion and diverse player poses. It also showcases re-
markable generalisation capabilities by meticulously eval-
uating benchmark datasets (MOT17 and MOT20) and the
SoccerPro dataset, ensuring consistent and reliable perfor-
mance across diverse soccer tracking scenarios. Regard-
ing computational efficiency, MV-Soccer maintains com-
petitive real-time performance while achieving superior ac-
curacy. The inference speed of MV-Soccer is commend-
able, especially considering its enhanced tracking accuracy
compared to recent SOTA trackers, as shown in Tab. 4. Fur-
thermore, MV-Soccer exhibits exceptional tracking accu-
racy, outperforming contemporary trackers in metrics such
as HOTA, MOTA, and IDF1. This highlights the efficacy
of MV-Soccer in accurately tracking soccer players’ move-
ments, which is crucial for applications in sports analytics
and player performance analysis.

5. Conclusion
In this paper, we presented MV-Soccer, a real-time detec-
tion, instance segmentation and tracking approach using
motion vectors. Our proposed framework leverages the
Cross-Stage Partial Network53 (CSPDarknet53) as a back-
bone for instance segmentation coupled with motion vec-
tors. We obtained motion vectors using a DenseNet mo-
tion estimator on absolute frame differences. To evaluate
the models’ confidence, extensive experiments were per-
formed using current and previous versions of YOLO(v5,
v7, and v8), along with a detailed comparative analysis
with our MV-Soccer model. In addition, we also evalu-
ated our model on the validation set of MOT17 and the
training set of MOT20 dataset. Our method achieved 97%
accuracy for the DFL - Bundesliga Data Shootout, 98% on
the SoccerNet-Tracking dataset and 99% on our SoccerPro
dataset. The proposed model achieved a tracking rate of 50
frames per second on an NVIDIA RTX3090.

In future, we plan to extend our work by using the com-
plete SoccerNet-Tracking dataset for training, validation,
and testing. We will extend our work with a focus on mea-
suring the position and speed of the player, pose estimation,
and action recognition.
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Xin Zhou, Zhiyu Cheng, Bernard Ghanem, and Marc Van
Droogenbroeck. Soccernet-tracking: Multiple object track-
ing dataset and benchmark in soccer videos. 2022 IEEE/CVF
Conference on Computer Vision and Pattern Recognition
Workshops (CVPRW), pages 3490–3501, 2022. 1

[13] Anthony Cioppa, Silvio Giancola, Adrien Deliege, Le Kang,
Xin Zhou, Zhiyu Cheng, Bernard Ghanem, and Marc
Van Droogenbroeck. SoccerNet-Tracking: Multiple Ob-
ject Tracking Dataset and Benchmark in Soccer Videos.
arXiv:2204.06918, 2022. 2, 7

[14] Anthony Cioppa, Silvio Giancola, Adrien Deliège, Le Kang,
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