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Abstract

In this paper, we introduce T-DEED, a Temporal-
Discriminability Enhancer Encoder-Decoder for Precise
Event Spotting in sports videos. T-DEED addresses mul-
tiple challenges in the task, including the need for discrim-
inability among frame representations, high output tempo-
ral resolution to maintain prediction precision, and the ne-
cessity to capture information at different temporal scales
to handle events with varying dynamics. It tackles these
challenges through its specifically designed architecture,
featuring an encoder-decoder for leveraging multiple tem-
poral scales and achieving high output temporal resolu-
tion, along with temporal modules designed to increase to-
ken discriminability. Leveraging these characteristics, T-
DEED achieves SOTA performance on the FigureSkating
and FineDiving datasets. Code is available at https:
//github.com/arturxe2/T-DEED.

1. Introduction
In recent years, remarkable progress has been made in the
field of video understanding, largely driven by advance-
ments in deep learning and increased computational power.
These developments have enabled researchers to move be-
yond simpler tasks like action recognition [18] in trimmed
videos to more complex challenges such as accurate local-
ization of actions within untrimmed videos. Among these
tasks, we find Temporal Action Localization (TAL), which
represents actions as temporal intervals, and Action Spot-
ting (AS), which uses single keyframes to represent them.
While TAL [37] has historically received more attention,
AS has recently experienced an increase in research inter-
est, particularly in domains such as sports, as fast-paced ac-
tions – common in sports videos – can be better represented
by single temporal positions rather than intervals of time.
Additionally, Hong et al. [20] extended AS to Precise Event
Spotting (PES), distinguishing events from actions and em-

ploying tighter tolerances for evaluation.
This paper specifically focuses on the task of Precise

Event Spotting in sports (illustrated in Figure 1), evaluated
on FigureSkating [19] and FineDiving [38], two common
sports datasets. Following Hong et al. [20], we use tight
tolerances to accommodate the fast-paced nature of sport-
ing events, where even a minor temporal deviation of 1-2
frames can lead to missed events. Three main challenges
faced by methods addressing this task include: (1) the need
for discriminative per-frame representations to differentiate
between adjacent frames with high spatial similarity, (2) the
necessity of high output temporal resolution to avoid losing
prediction precision, and (3) the variability in the amount
of temporal context required for different events, influenced
by dataset characteristics and event dynamics.

To tackle these challenges we introduce T-DEED, a
Temporal-Discriminability Enhancer Encoder-Decoder for
PES in sports videos. Introducing skip connections within
its encoder-decoder architecture, T-DEED operates across
various temporal scales, capturing actions requiring di-
verse temporal contexts, while restoring the original tem-
poral resolution, thereby addressing challenges (2) and (3).
Additionally, it integrates Scalable-Granularity Perception
(SGP) [31] based layers to increase discriminability among
features within the same temporal sequence, tackling chal-
lenge (1). To summarize, our main contributions are:

1. We incorporate residual connections into the SGP layer,
enabling the integration of features from multiple tem-
poral scales within the skip connections of our encoder-
decoder architecture. This results in the creation of the
SGP-Mixer layer, addressing challenge (3).

2. We introduce the SGP-Mixer module within the SGP-
Mixer layer, which adapts the SGP module to aggregate
information from different temporal scales. This mod-
ule shares the core principles of SGP to enhance token
discriminability while modeling temporal information,
therefore tackling challenge (1).
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Figure 1. Illustration of the Precise Event Spotting task on the FigureSkating dataset. Red-marked frames contain events that require
precise localization and correct classification among possible classes.

3. We conduct extensive ablations of T-DEED components,
highlighting the advantages of the encoder-decoder ar-
chitecture with SGP-based layers to enhance token dis-
criminability. Additionally, T-DEED achieves state-of-
the-art performance. Specifically, on FigureSkating, it
improves mean Average Precision (mAP) by +1.15 for
the FS-Comp split and +3.07 for the FS-Perf split. Sim-
ilarly, on the FineDiving dataset, T-DEED achieves an
improvement of +4.83 mAP.

2. Related work
Over the past decade, deep learning has driven the field of
video understanding through a remarkable evolution. Ini-
tially focused on simple tasks like classifying short-trimmed
videos [1, 6, 16], the field has transitioned to more complex
challenges, including Temporal Action Localization (TAL)
and Action Spotting (AS). Both TAL and AS focus on tem-
porally locating specific actions within untrimmed videos.
TAL specifies temporal intervals for annotations, while AS
represents actions with single keyframes, making TAL suit-
able for prolonged actions and AS more appropriate for fast-
occurring actions, with the added benefit of reduced anno-
tation costs. Furthermore, Hong et al. [20] extended the
AS task to Precise Event Spotting (PES), introducing a key
difference in the required precision of predictions, limited
to only a few frames, and distinguishing between actions
and events. In the sports domain, AS and PES are particu-
larly popular as they adapt better to its fast nature, leading to
the development of many approaches [8, 11, 15, 20, 32, 36]
across different sports, including football [10, 14], figure
skating [19], diving [38], gymnastics [30], and tennis [45].

Given the inherent similarities between TAL and AS, the
methodologies developed for these tasks frequently share
common components. However, TAL methods have at-
tracted more attention due to the earlier introduction of the
task and a more extensive set of benchmarking datasets [5,
9, 22, 42, 46], placing them a step ahead of AS methods.
In contrast, AS methods have been tailored for specific
datasets and competitive challenges, exemplified by their
development in challenges like SoccerNet Action Spotting
and SoccerNet Ball Action Spotting [8, 15]. Notably, E2E-
Spot [20] stands out as the only action or event spotting
method evaluated across multiple datasets.

Temporal Action Localization. In TAL methods, a com-
mon classification divides them into two groups: two-
stage methods [3, 13, 17, 28, 39] and one-stage meth-
ods [23, 25, 31, 41, 43]. Two-stage methods generate class-
agnostic proposals that are later classified into action la-
bels or background, while one-stage models directly local-
ize and classify actions in a single step, offering simplic-
ity and achieving state-of-the-art performance in many TAL
and AS scenarios.

Among one-stage methods, early approaches [4, 24] uti-
lized anchor windows to generate action predictions. Later,
Yang et al. [40] introduced an anchor-free approach, rely-
ing on temporal points instead of anchor windows, high-
lighting the advantages of both techniques. Building on
this approach, current state-of-the-art methods such as Ac-
tionFormer [43] and TriDet [31] have exhibited remarkable
performance across various datasets. They leverage a fea-
ture pyramid network to process features at different tem-
poral scales, a critical aspect for identifying actions that re-
quire distinct temporal contexts. The main difference lies
in their prediction head and the layers used for feature pro-
cessing. ActionFormer employs transformer layers, later re-
vealed to suffer from the rank loss problem [12], negatively
impacting token discriminability. To alleviate this prob-
lem, TriDet proposes a more efficient convolutional-based
Scalable-Granularity Perception (SGP) layer, specially de-
signed to increase token discriminability within the same
temporal sequence, contributing to an improved overall per-
formance. T-DEED, inspired by TAL trends, focuses on
enhancing token discriminability while leveraging multiple
temporal scales, with modifications tailored to meet the pre-
cision requirements of PES.

Action Spotting. In AS, techniques similar to those in TAL
have demonstrated state-of-the-art performance on the Soc-
cerNet challenges [8, 15]. Many methods [11, 32, 36] clas-
sify temporal points as either background or actions and
refine them through temporal regression using either con-
volutional [32] or Transformer-based [11, 36] approaches.
In contrast, Hong et al. [20] propose a simple end-to-end
solution that employs a convolutional backbone with Gate-
Shift Modules (GSM) [33] for extracting per-frame features
with short-term temporal information, followed by a Gated
Recurrent Unit (GRU) [7] layer for long-term temporal in-
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Figure 2. Illustration of T-DEED architecture comprising three key components: (1) Feature extractor to produce per-frame represen-
tations, (2) Temporally discriminant encoder-decoder to capture local and global temporal information while enhancing token discrim-
inability, and (3) Prediction head to generate per-frame classifications and displacements for refinement.

formation. This approach proves effective in their proposed
task of PES across four different datasets [19, 30, 38, 45],
and is also adaptable to the coarser AS task in SoccerNet.
While many TAL and AS methods [31, 32, 36, 43] rely
on pre-extracted features due to their efficiency in train-
ing, end-to-end approaches have demonstrated that they can
be beneficial in learning more meaningful features in some
cases. This is exemplified by Hong et al. [20], particularly
in scenarios where precise predictions are essential, such as
in the case of PES. Exploiting these advantages, T-DEED
also adopts an end-to-end approach.

3. Method
Problem definition. Precise Event Spotting (PES) in-
volves the identification and localization of actions within
an untrimmed video X , as illustrated in Figure 1. Given
the video input, the objective is to recognize and locate
all the events occurring in the video, represented as E =
{e1, . . . , eN}. The number of events, denoted as N , may
vary across different videos. Each event instance ei com-
prises an action class ci ∈ {1, . . . , C} (where C is the num-
ber of distinct event classes) and its corresponding temporal
position ti (i.e. the exact frame where it occurs), forming a
pair ei = (ci, ti).

Method overview. Our model, Temporal-
Discriminability Enhancer Encoder-Decoder (T-DEED),
is designed to increase token discriminability for Precise
Event Spotting (PES) while leveraging multiple temporal
scales. As illustrated in Figure 2, T-DEED comprises three
main blocks: a feature extractor, a temporally discriminant

encoder-decoder, and a prediction head. We process videos
through fixed-length clips, each containing L densely
sampled frames. The feature extractor, composed of a
2D backbone with Gate-Shift-Fuse (GSF) modules [34],
handles the input frames, generating per-frame representa-
tions of dimension d, hereby referred to as tokens. These
tokens undergo further refinement within the temporally
discriminant encoder-decoder. This module employs SGP
layers which – as shown by Shi et al. [31] – diminish token
similarity, thereby boosting discriminability across tokens
of the same sequence. The encoder-decoder architecture
allows the processing of features across diverse temporal
scales, helpful for detecting events requiring different
amounts of temporal context. We also integrate skip con-
nections to preserve the fine-grained information from the
initial layers. To effectively merge information proceeding
from varying temporal scales in the skip connections, we
introduce the SGP-Mixer layer, detailed in Section 3.2.
This layer employs the same principles as the SGP layer
to enhance token discriminability while gathering infor-
mation from varying range temporal windows. Finally,
the output tokens are directed to the prediction head,
resembling those commonly used in Action Spotting (AS)
literature [11, 32, 36]. It encompasses a classification
component to identify whether an event occurs at the given
temporal position or in close proximity (within a radius of
rE frames). Additionally, for the positive classifications,
a displacement component pinpoints the exact temporal
position of ground truth events.

Further details of the proposed method are discussed in
the following sections.
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3.1. Feature extractor

The feature extractor processes the input frame sequence,
RL×H×W×3 with H × W denoting the spatial resolution,
and produces per-frame feature representations, RL×d. Fol-
lowing Hong et al. [20], we employ a compact 2D back-
bone to ensure efficiency and to accommodate longer video
sequences. For comparability with previous PES methods,
we choose RegNetY [29] as our feature extractor, known
for its efficiency. To incorporate local temporal information
during the extractor, we utilize GSF [34], which overper-
forms GSM [33] in action recognition tasks. GSF modules
are specifically applied to the latter half of the RegNetY
backbone, enabling local spatial modelling before integrat-
ing longer-term temporal context.

3.2. Temporally discriminant encoder-decoder

The temporally discriminant encoder-decoder processes
the tokens produced by the feature extractor module, which
contain mainly spatial information, with the objective of
enriching them with essential temporal information – both
local and global – to enable precise event predictions. To
accomplish this, it incorporates three key components: (1)
an encoder-decoder architecture for exploiting information
across diverse temporal scales, (2) SGP layers to increase
discriminability among tokens within the same sequence,
and (3) our novel SGP-Mixer layer, designed to effectively
fuse features from varying temporal scales while maintain-
ing the distinctiveness of its output tokens.

Encoder-decoder architecture. Various works [31, 32, 43]
have shown the benefits of processing features at different
temporal scales in tasks related to action recognition. This
is because certain actions inherently require longer tempo-
ral context for recognition and localization, while others can
be identified with just a few frames. SOTA models in TAL
achieve this by employing a feature pyramid, where the
temporal dimension is downscaled by a factor of k in the
final layers through max-pooling, and predictions are made
for each output feature at various temporal scales. How-
ever, in PES, where precision is crucial, this is detrimen-
tal. As shown in Section 4.5, the further down we go in
the feature pyramid, the more deminishes the precision of
the output predictions, inevitabely impacting model perfor-
mance. To address this issue while still leveraging different
temporal scales, we propose an encoder-decoder architec-
ture. After temporal downscaling during the encoder, akin
to the feature pyramid, we restore the original temporal res-
olution through the decoder, thereby regaining frame-level
granularity for the representations. We do this by incorpo-
rating skip connections from the encoder to the decoder’s
upsampling.

Specifically, the encoder begins by complementing the
tokens with a learnable encoding that specifies its temporal

position. Furthermore, it comprises B encoder blocks, each
consisting of an SGP layer to enhance discriminability
while capturing temporal context, and a max-pooling
operation to reduce the temporal dimension by a factor
of k. An additional SGP layer is applied in the neck of
the encoder-decoder, before passing the features to the
decoder. In the decoder, the original temporal resolution is
restored through B decoder blocks. Each of these blocks
incorporates an SGP-Mixer layer, which extends the SGP
layer to increase the temporal dimension by a factor of
k while integrating information coming from the skip
connections.

SGP layer. The SGP layer, as introduced by Shi et al. [31],
addresses the rank-loss problem [12] commonly encoun-
tered in Transformers [35], thus improving token discrim-
inability within sequences. As depicted in the top of Fig-
ure 3, it replaces the self-attention module in the Trans-
former layer with an SGP module illustrated at the bottom
of the figure. This module comprises two primary branches:
an instant-level branch and a window-level branch. The
instant-level branch aims to boost token discriminability
by increasing its distance from the clip-level average to-
ken, while the window-level branch captures temporal in-
formation from multiple receptive fields. Furthermore, the
SGP layer substitutes one of the layer normalization mod-
ules with group normalization.

Given its advantageous characteristics, which con-
tributed to Tridet’s SOTA results in TAL, we believe it can
be even more beneficial in PES, where precise frame-level
predictions are crucial and can benefit from improved
discriminability between concurrent tokens, as discussed in
Section 4.5.

SGP-Mixer layer. As shown in the top of Figure 4, the
SGP-Mixer layer extends the original SGP layer to accom-
modate two inputs with distinct temporal scales. This adap-
tation becomes necessary in our architecture due to the re-
ception of an input feature z ∈ RL/kj×d from the preceding
layer, and features x ∈ RL/k(j−1)×d from the skip connec-
tion, where j ∈ {1, . . . , B} denotes the depth within the de-
coder blocks. Both features undergo layer normalization be-
fore entering the SGP-Mixer module, where a combination
of both features is generated. Finally, the output features
are further processed through identical components within
an SGP layer.

The fusion of both features is done in the SGP-Mixer
module, shown at the bottom of the Figure 4. First, it up-
samples the features from the previous layer to match the
temporal dimensions (RL/kj → RL/k(j−1)

) using linear in-
terpolation. Following the principles of the SGP layer, it
has two instant-level branches – one for each input feature
– to improve token discriminability. This is particularly im-
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Figure 3. Illustration of the SGP layer structure, with its module
comprising an instant-level branch to boost token discriminability
and a window-level branch for temporal modeling.

portant for the features in the previous layer, since upsam-
pling may produce similar tokens in adjacent temporal po-
sitions. In addition, it includes two window-level branches
to aggregate information from both features while captur-
ing different temporal contexts. In each branch, one feature
evolves to mix information across different temporal recep-
tive fields, which is later gated by the other feature. Short-
cuts are also introduced, but, unlike SGP, feature aggrega-
tion from different branches involves concatenation and lin-
ear projection, which we find more effective than simple
addition, as will be shown later in Section 4.5.

3.3. Prediction head

Following common AS approaches [11, 32, 36], we include
a prediction head consisting of a classification head and
a displacement head. The classification head uses a lin-
ear layer and a softmax activation to project the output of
the temporally discriminant encoder-decoder, RL×d, onto
ŷc ∈ RL×(C+1), representing the probability of each tem-
poral position containing each of the events or a background
class. Similarly, the displacement head uses a linear layer to
project the same output to ŷd ∈ RL×1, representing the dis-
placement toward the ground truth event if an actual event
is present at the corresponding temporal position.

3.4. Training details

The model is trained using a combination of a classifica-
tion loss (Lc) and a displacement loss (Ld). For classifi-
cation, per-frame cross-entropy loss is employed weighting
the positive classes by a factor of w for all events. Mean
squared error is used for displacement. The final loss (L)
for a given clip is the sum of both losses:

Figure 4. Illustration of the SGP-Mixer layer structure integrating
an SGP-Mixer module to aggregate features of different tempo-
ral scales. This module follows the SGP principles, incorporating
instant-level and window-level branches to boost token discrim-
inability while merging the features.

L = Lc+Ld =
1

L

L∑
l=1

CEw(y
c
l , ŷ

c
l )+MSE(ydl , ŷ

d
l ), (1)

where ycl represents the one-hot encoding of the event in
frame l, ŷcl denotes the classification probabilities at that
frame, ydl indicates the actual displacement to a ground-
truth event (if an event is within the detection radius rE),
and ŷdl represents the predicted displacement.

During training, we perform typical data augmentation
techniques such as random cropping, random horizontal
flip, gaussian blur, color jitter, and mixup [44].

3.5. Inference

At inference time, the data augmentation techniques are dis-
abled and we use clips with 50% of overlapping. More-
over, to reduce the number of candidate events, Soft Non-
Maximum Suppression [2] is applied.
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Table 1. Comparison with SOTA methods on FigureSkating (FS-Comp and FS-Perf splits) and FineDiving datasets, highlighting the best
results in bold and the second-top performance with underlining. For each model, we report feature extractor sizes in MegaFlops (MF) and
input modalities including RGB images and Optical Flow (OF).

FS-Comp FS-Perf FineDiving
Model Size Input δ = 1 2 1 2 1 2

E2E-Spot [20] 200MF RGB 81.00 93.50 85.10 95.70 68.40 85.30
E2E-Spot [20] 800MF RGB 84.00 - 83.60 - 64.60 -
E2E-Spot [20] 800MF RGB + OF [21] 83.40 94.90 83.30 96.00 66.40 84.80
T-DEED 200MF RGB 85.15 91.70 86.79 96.05 71.48 87.62
T-DEED 800MF RGB 84.77 92.86 88.17 95.87 73.23 88.88

4. Results
In this section, we detail the evaluation setup for our pro-
posed method and present experimental results demonstrat-
ing its superiority over current SOTA methods in PES on the
application domain of sports data. Additionally, we conduct
ablations on key components of our proposal.

4.1. Datasets

We conduct experiments on two challenging datasets: Fig-
ureSkating [19] and FineDiving [38]. FigureSkating com-
prises 11 videos featuring 371 short-program performances
from Winter Olympics and World Championships, anno-
tated with 4 event classes. Annotations cover 0.23% of the
frames. Evaluation is performed on two different splits: FS-
Comp and FS-Perf, as detailed in Hong et al. [20]. Fine-
Diving [38] consists of 3000 diving clips annotated with 4
different event classes, covering 2.2% of the frames. Both
datasets’ videos have a frame rate between 25 and 30 frames
per second.

4.2. Evaluation

Following standard practices, we train on the train split, use
the validation split for early stopping, and evaluate on the
test split for all datasets. Model performance is assessed us-
ing the mAP metric, which calculates the mean of Average
Precisions across different events. We employ a tight ver-
sion of the metric with a tolerance of δ = 1 frame and a
loose metric with δ = 2 frames.

4.3. Implementation details

We train T-DEED using clips of L = 100 frames with a
batch size of 8 clips. Each epoch comprises 5000 clips,
randomly sampled from the training videos. Models are
trained for 50 epochs using AdamW optimizer [26], with a
base learning rate of 8e-04, with 3 linear warmup epochs,
and cosine decay. Positive classes in the cross-entropy
loss are weighted with w = 5. We evaluate two versions
of our feature extractor, denoted as RegNetY-200MF and
RegNetY-800MF with hidden dimensions set to d = 368
and d = 768, respectively, and a downscaling factor of

k = 2. Additional dataset-sensitive model hyperparameters
are outlined in the supplementary material.

4.4. Comparison to SOTA

In Table 1, we compare our proposed T-DEED in two vari-
ations, with smaller and larger feature extractors, against
previous SOTA models across four different configurations
and datasets. We present mAP scores with δ = 1 and
δ = 2. For the Figure Skating dataset, in both FS-Comp and
FS-Perf configurations, our models exhibit improvements
on the tight metric, with gains of up to +1.15 and +3.07,
respectively. However, performance on the loose metric,
with a 2-frame tolerance, is comparable for FS-Comp and
slightly worse in FS-Perf. We attribute this to the use of di-
lation in the E2E-Spot model for the FigureSkating dataset,
which may be beneficial when using larger tolerances. Ad-
ditionally, in the FineDiving dataset, T-DEED clearly out-
performs the SOTA on both metrics, with improvements of
up to +4.87 on the tight metric and +3.58 on the loose met-
ric.

4.5. Ablations

In this section, we incrementally ablate the different compo-
nents of our approach. We start with a base model consist-
ing of the feature extractor without GSF, producing features
with only spatial information, and plain layers of the dif-
ferent temporal approaches. Initially, we consider only the
classification head (i.e., L = Lc), resulting in per-frame
classifications. For each approach, we evaluate multiple
configurations with different hyperparameters (e.g., number
of layers) and present results with the best configuration,
reporting the mAP with a tolerance of δ = 1. Each exper-
iment is trained with two different seeds and we report the
average for robustness. Ablations are conducted using two
datasets: FineDiving and FigureSkating on the FS-Comp
split.
Enhancing token discriminability. As previously dis-
cussed, tasks like PES require tokens with sufficient dis-
criminability to prevent precision loss in predictions due to
similar representations for spatially similar adjacent frames.
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Table 2. Ablation of T-DEED’s main components using mAP with
δ = 1, highlighting the best results in bold.

FS-Comp FineDiving
Experiments mAP (δ = 1) mAP (δ = 1)

(a) Temporal module
Transformer 69.68 59.84
GRU 72.04 59.09
SGP 73.14 60.07

(b) Skip connection
w/o 74.29 63.01
sum 73.27 60.14
concat 76.78 61.90
SGP-Mixer (sum) 76.88 61.34
SGP-Mixer 77.96 63.67

Here, we evaluate the discriminability of three commonly
used layers for modeling temporal information: Trans-
former [35], GRU [7], and SGP [31]. We measure the dis-
criminability of their output tokens by averaging the cosine
similarity between each token and the mean token of the
sequence, as described in Shi et al. [31].

Figure 5 illustrates the rank-loss problem in Transform-
ers, where token similarity increases across layers, therefore
losing discriminability. In contrast, GRU layers, typically
requiring fewer layers, show slight improvement in simi-
larity. However, SGP layers exhibit the lowest similarity
(i.e., highest discriminability) among output tokens, demon-
strating its effectiveness in enhancing token discriminabil-
ity. Additionally, this enhanced discriminability leads to the
best performance among the different temporal modules, as
shown in Table 2a. This observation highlights the advan-
tages of employing the SGP layer, particularly in precision-
demanding tasks like PES.
Defining multiple temporal scales. Employing multiple
temporal scales while processing videos has proven effec-
tive across various TAL and AS methodologies [31, 32, 43].
Here, we evaluate our encoder-decoder architecture, operat-
ing on multiple temporal scales, using diverse mixture ap-
proaches in skip connections. Specifically, we assess five
variations: (1) no skip connections, (2) addition, (3) con-
catenation and linear projection, (4) a modified SGP-Mixer
aggregating branches information with summation, and (5)
our proposed SGP-Mixer layer. Further details of each ap-
proach can be found in the supplementary material.

Results of these approaches are presented in Table 2b,
where we observe that all encoder-decoder-based ap-
proaches, with or without skip connections, outperform the
baseline using a single scale. This underscores the im-
portance of capturing information from multiple temporal
scales, effectively achieved in our encoder-decoder. How-
ever, further analysis reveals issues with approaches uti-

(a) FS-Comp discriminability analysis.

(b) FineDiving discriminability analysis.

Figure 5. Temporal module discriminability analysis. Cosine
similarity after backbone (BB), post-positional encoding (PE), and
at each temporal layer is displayed. Additionally, mAP perfor-
mance with δ = 1 is reported.

lizing addition for feature aggregation within skip connec-
tions, as they tend to yield inferior results compared to alter-
native methods. We hypothesize that this problem may be
due to the attribution of equal weight to features from skip
connections and previous layers when adding them. This
could be particularly critical in the top layers of the architec-
ture, where information passed from skip connections may
be too primitive. Finally, our proposed SGP-Mixer layer
stands as the best approach for both datasets in aggregating
information within the skip connections. This emphasizes
the advantages of our carefully designed SGP-Mixer layer
in aggregating information across multiple temporal scales
while enhancing token discriminability.
Introducing the displacement head. In Table 3a we eval-
uate various methods for addressing the imbalance between
frames containing actual events and background frames in
PES. These methods include label dilation, which aims to
detect events within a radius around the ground truth but
may impact prediction precision, and the utilization of a dis-
placement head, as detailed in Section 3.3. Results indicate
that the prediction head offers more benefits compared to
label dilation, enabling wider range of event detection with-
out sacrificing prediction precision.
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Table 3. Further ablations and analysis of T-DEED using mAP
with δ = 1.

FS-Comp FineDiving
Experiments mAP (δ = 1) mAP (δ = 1)

(a) Displacement head
w/o & dilation = 0 74.74 63.67
w/o & dilation = 1 77.96 61.97
rE = 1 78.20 67.49
rE = 2 77.12 68.31

(b) Feature pyramids
Tridet 68.31 64.28

(c) Feature extractor
w/ gsm 81.00 67.95
w/ gsm (half) 81.05 67.47
w/ gsf 80.43 67.87
w/ gsf (half) 81.25 68.40

(d) Clip length
L = 25 frames 71.02 66.61
L = 50 frames 76.87 64.84
L = 100 frames 81.25 68.40
L = 200 frames 79.19 65.29

(e) Postprocessing
NMS [27] 81.27 68.40
SNMS [2] 85.15 71.48

Feature pyramids. A common approach in TAL to pro-
cess multiple temporal scales is the use of feature pyramids,
which resembles using only the encoder of our approach.
In Table 3b, we explore adapting the SGP Feature Pyramid
proposed in Shi et al. [31] to our task. This method gen-
erates predictions at each temporal scale and integrates a
displacement head to locate them. However, we observe a
performance decrease compared to our encoder-decoder ar-
chitecture. Further analysis of the predictions produced at
each layer of the pyramid, depicted in Figure 6, reveals a de-
crease in performance as we descend the pyramid towards
more high-level but lower-resolution features. This sug-
gests that generating predictions at lower resolutions might
compromise the accuracy. Our encoder-decoder architec-
ture is able to model high-level information while recov-
ering the original temporal resolution, thus avoiding losing
the temporal precision that is critical in PES.
Feature extractor ablations. In Table 3c, we explore the
impact of integrating different temporal shift modules into
our 2D backbone to capture local temporal context. Specif-
ically, we consider two modules, GSM [33] and GSF [34],
known for their effectiveness in action recognition tasks.
We assess two variants: one applying these modules across
all backbone layers, and another limited to the latter half
to promote stronger spatial modeling before temporal inte-

Figure 6. Per-layer mAP analysis using the Feature Pyramid Net-
work. mAP is reported at each layer of the SGP feature pyramid,
accumulating predictions from previous layers, for the FineDiving
and FigureSkating datasets.

gration. Following [20], we apply these modules to 1
4 of

the channels of the residual blocks. Results indicate that
incorporating local temporal modeling into the backbone is
especially useful in the FigureSkating dataset, while Fine-
Diving shows comparable results to those without tempo-
ral modules. Notably, GSF applied to the latter half of the
backbone yields the best performance for both datasets.
Clip length analysis. Regarding optimal clip length, Ta-
ble 3d evaluates various number of frames. In FigureSkat-
ing, performance improves with increasing clip length,
plateauing at 100 frames. Similarly, results for FineDiving
also indicate 100 frames as the optimal choice.
Postprocessing analysis. In Table 3e, we illustrate
the impact of employing two postprocessing techniques:
Non-Maximum Suppression (NMS) [27] and Soft Non-
Maximum Suppression (SNMS) [2]. The optimal results
are achieved with a 1-frame window for NMS and a 3-frame
window for SNMS. Notably, SNMS consistently improves
mAP for both datasets.

5. Conclusion
This work presented T-DEED, a model designed to address
Precise Event Spotting across various sports datasets.
Ablation studies underscore the importance of processing
videos in multiple temporal scales and enhancing token
discriminability for precise predictions. To address these
challenges, we integrate an encoder-decoder architecture
and propose the SGP-Mixer layer, aimed at aggregating
information at various temporal scales within skip connec-
tions while improving token discriminability. Additionally,
T-DEED achieves SOTA performance on the FigureSkating
and FineDiving datasets.
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