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Abstract

The state of the art of many learning tasks, e.g., im-
age classification, is advanced by collecting larger datasets
and then training larger models on them. As the outcome,
the increasing computational cost is becoming unafford-
able. In this paper, we investigate how to prune the large-
scale datasets, and thus produce an informative subset for
training sophisticated deep models with negligible perfor-
mance drop. We propose a simple yet effective dataset
pruning method by exploring both the prediction uncer-
tainty and training dynamics. We study dataset pruning
by measuring the variation of predictions during the whole
training process on large-scale datasets, i.e., ImageNet-1K
and ImageNet-2 1K, and advanced models, i.e., Swin Trans-
former and ConvNeXt. Extensive experimental results in-
dicate that our method outperforms the state of the art
and achieves 25% lossless pruning ratio on both ImageNet-
1K and ImageNet-21K. The code and pruned datasets are
available at https://github.com/BAAI-DCAT/
Dataset-Pruning.

1. Introduction

The emerging large models, e.g., vision transformers [10,
12, 21] in computer vision, can significantly outperform the
traditional neural networks, e.g., ResNet [16], when trained
on large-scale datasets, e.g., ImageNet-21K [9] and JFT-
300M [35]. However, storing large datasets and training on
them are expensive and even unaffordable, which prevents
individuals or institutes with limited resources from exceed-
ing the state of the art. How to improve the data-efficiency
of deep learning and achieve good performance with less
training cost is a long-standing problem.

It is known that large-scale datasets have many redun-
dant and less-informative samples which contribute little
to model training. Dataset pruning (or coreset selection)
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[5,6,13-15,27,31-33,37,41, 43, 49] aims to remove those
less-informative training samples and remain the informa-
tive ones of original dataset, such that models trained on
the remaining subset can achieve comparable performance.
Nevertheless, how to find the informative subset is a chal-
lenging problem, especially for large-scale datasets, since
sample selection is a combinatorial optimization problem.

Limitations of previous work. Existing dataset prun-
ing works select important samples based on geome-
try/distribution [5, 31, 41, 49], prediction uncertainty [0,
14, 32], training error/gradient [27, 37], optimization [2, 18,
19, 43], etc. However, these methods have several major
limitations: 1) Confusion between hard samples and misla-
beled samples. Both of them lead to more prediction errors
and larger loss. Exploiting the uncertainty or prediction er-
ror solely may obtain inferior subsets. 2) Ignoring training
dynamics. Existing methods generally utilize a pretrained
model to select samples. The geometry of data distribution
thus does not reflect that throughout the training process. 3)
Difficulty in scalability and generalization. Most of prun-
ing methods focus on small-scale datasets, e.g., CIFAR-
10/100 [20] which contains only 50K training images with
32 x 32 resolution, and traditional convolutional models,
e.g., ResNet. They have difficulty in scaling up to large
datasets with millions of samples due to the high computa-
tional complexity and memory cost.

Our method. In this paper, we design a simple yet effec-
tive sample selection metric dubbed Dynamic-Uncertainty
(Dyn-Unc) for dataset pruning. We extract the prediction
uncertainty by measuring the variation of predictions in a
sliding window, and then introduce the training dynamics
into it by averaging the variation throughout the whole train-
ing process. To address the first limitation, Dyn-Unc fa-
vors the uncertain samples rather than easy-to-learn ones or
hard-to-learn ones during model training. Dyn-Unc can bet-
ter separate informative samples from noise or mislabeled
samples, as the model will gradually produce less uncer-
tainty on mislabeled samples. For the second limitation,
Dyn-Unc introduces the training dynamics and learns the
property of data throughout the training process instead of
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Figure 1. Comparison to state-of-the-art dataset pruning methods on ImageNet-1K.

a certain stage. Since our method requires only one-run
model training on the whole dataset before pruning it, it is
scalable to large datasets.

As shown in Fig. 1 and Tab. 3, our Dyn-Unc significantly
surpasses the previous state-of-the-art methods and achieve
25% lossless pruning ratio on ImageNet-1K and ImageNet-
21K. Besides, experimental results (Tab. 4, Tab. 5) demon-
strate that the coreset selected by Dyn-Unc using one archi-
tecture can generalize well to other unseen architectures.

2. Related work
2.1. Dataset Pruning

Dataset pruning is mainly rooted in coreset selection, which
focuses on selecting a small but highly informative subset
from a large dataset for training models. Dataset prun-
ing methods typically calculate a scalar score for each
training example based on predefined criteria. These can
be grouped into geometry-based, uncertainty-based, error-
based, bilevel-optimization-based, etc. For instance, (1)
Geometry-based methods employ geometric measures in
the feature space to select samples that preserve original
geometry. A representative method is Herding [5], which
incrementally selects a sample that enables the new subset
center to be closest to the whole-dataset center. K-Center
[31, 40] method minimizes the largest distance from any
data point to its nearest center in the selected subset, while
Moderate [41] targets at data points with distances close
to the median. (2) Uncertainty-based methods identify the
most challenging samples, which are typically defined as
instances that the model exhibits the least confidence in
[6, 14, 32], or those that lie near the decision boundary
where prediction variability is high [11, 24]. For example,
[4] adjust the weights assigned to training samples by tak-
ing into account the variance of their predictive distribution.

(3) Error-based methods focus on the samples that con-
tribute most to the loss. GraNd and EL2N [27] methods use
the gradient norm and the L2-distance between the normal-
ized error of predicted probabilities and one-hot labels to
identify important samples. Another popular method, For-
getting [37], considers retaining the most forgettable sam-
ples. These are defined as those ones flipping most fre-
quently from being correctly classified to being misclassi-
fied throughout training process. (4) There also exist some
methods based on bilevel optimization [2, 18, 19], which
optimize the subset selection (weights) that leads to best-
performing models trained on the subset. However, these
methods have difficulty in scaling up to large datasets due
to the complex bilevel optimization.

While the above methods exhibit decent performance
on small datasets and traditional (convolutional) models,
we have empirically discovered that those studies based
on small datasets have difficulty in generalizing to larger
datasets and modern large models (e.g., Vision Transform-
ers). Recognizing this limitation, our work takes an un-
precedented step towards pruning highly extensive datasets,
specifically ImageNet-1K and ImageNet-21K, and evaluat-
ing them by using state-of-the-art large models like Swin
Transformer and ConvNeXt. This advancement marks a
crucial milestone in the field, addressing the need for ef-
fective data pruning methods that can handle very large
datasets and cutting-edge models.

2.2. Dataset Distillation

Another research topic that focuses on reducing the amount
of training data is dataset distillation [39, 44, 48]. Instead of
selecting a subset, these studies learn to synthesize a highly
compact yet informative dataset that could be utilized for
model training from scratch. The synthesis process involves
aligning various factors such as performance [25, 34, 39],
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gradient [45, 48], distribution [46, 47], feature map [38],
and training trajectories [3, 8], between the model trained
on the original dataset and the one trained on the synthetic
data. Despite their promising prospects, these techniques,
in their current state, cannot scale to large-scale datasets
and models due to the computational load associated with
the pixel-level optimization for image synthesis [8]. In ad-
dition, existing dataset distillation methods show marginal
performance improvements over subset selection methods
in the experiments of synthesizing a large number of train-
ing samples [47], since optimizing increasingly more vari-
ables (pixels) is challenging.

3. Method
3.1. Notation

Given a large-scale labeled dataset 7T  con-
taining n training samples, denoted by T =
{(z1,91), (®2,Y2), ..., (Tn,Yn)}, where z € X C R?is
the data point and y € {0, ..., C — 1} is the label belonging
to C classes. The goal of dataset pruning is to remove the
less-informative training samples and then output a subset
S C T with |S] < |T|, namely coreset, which can be used
to train models and achieve comparable generalization
performance to those trained on the whole dataset:

|Em~PD [£(¢97 ((L’), y)} - EcchD [€(¢05 (SIJ), y)]‘ <e (D

Prp is the real data distribution. ¢g7 (+) and ¢gs () are mod-
els parameterized with 6 and trained on 7 and S respec-
tively. € is a small positive number. The pruning ratio is

_q_ 18l
calculatedasr =1 Kak

3.2. Dataset Pruning

It is a common practice to classify training samples into
three categories [4, 360]: easy, uncertain and hard samples.
Previous works have shown that selecting easy, uncertain or
hard samples may work well in different learning tasks. For
example, Herding [5] method tends to select easy samples
that are close to class center. GraNd and EL2N [27] pick
hard samples with large training gradients or errors. Differ-
ent from them, [4, 36] measure the uncertainty of training
samples and keep those with large prediction uncertainty.
Thus, the best selection strategy is determined by multiple
factors, including dataset size, data distribution, model ar-
chitecture and training strategy.

Prediction Uncertainty. We design a simple yet effec-
tive large-scale dataset pruning method that selects samples
by considering both prediction uncertainty and training dy-
namics. Larger dataset probably contains more easy sam-
ples that are replaceable for model training and hard/noisy
samples that cannot be learned due to inconsistency be-
tween images and labels [29]. In other words, the model

trained on the rest can generalize well to those easy sam-
ples, meanwhile overfitting noisy samples does not improve
model’s generalization performance. Hence, we choose to
select samples with large prediction uncertainty and remove
the rest.

Given a model 6% trained on the whole dataset at ky,
epoch, its prediction on the target label is denoted as
P(y|x, 8%). The uncertainty is defined as the standard devi-
ation of the predictions in successive .J training epochs with
models {6%, @F+1 .. @k+I 1.

ST P(y|e, 0%+7) — P]2
Uk(m)Z\/ it o

_ 2Py, 641
where P = —4=° (yj| )

J is the range for calculating the deviation.

Training Dynamics. Various uncertainty metrics have
been designed in previous works, which are typically mea-
sured in a certain epoch, for example, in the last training
epoch. However, the uncertainty metric may vary for mod-
els at different training epochs. Hence, we enhance the un-
certainty metric with training dynamics. Specifically, we
measure uncertainty in a sliding window with the length
J, and then average the uncertainty throughout the whole
training process:

Sico ' Uk(x)

Ulw) = =0,

3
where K is the training epochs.

The training algorithm is depicted in Algorithm 1. Given
a dataset 7, we train the model ¢g to compute the dy-
namic uncertainty of each sample. In each training itera-
tion, the prediction and loss are computed for every sample.
Note that the computation can be in parallel with GPU. The
loss averaged on a batch is used to update model parame-
ters. Meanwhile, we compute the uncertainty of each sam-
ple based on its predictions over the past J epochs using
Eq. (2). After K training epochs, the dynamic uncertainty
is calculated using Eq. (3). Then, we sort all samples in the
descending order of dynamic uncertainty U(-) and output
the front (1 — r) x |7| samples as the pruned dataset S,
where 7 is the pruning ratio.

3.3. Analysis of Pruned Data

Following [36], we analyze the training data in terms of the
prediction accuracy and variance. We train a Swin Trans-
former on ImageNet-1K and record the predictions of each
training sample throughout all training epochs. Note that
the prediction is a scalar (probability) that corresponds to
the true label. Then, the mean and standard deviation of
predictions over all training epochs are calculated for each
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Figure 2. Visualization of data distribution and pruned data. We train a Swin Transformer on ImageNet-1K and record the predictions. The
mean and standard deviation of predictions over all epochs are calculated for each sample, i.e., each ponit in the figure. The color represents
the number of correct predictions in all epochs. (a) The distribution of the whole train set of ImageNet-1K. (b) - (h) The distribution of

samples pruned by every method at the pruning ratio of 25%.

Algorithm 1: Dyn-Unc.

Input: Training set 7, pruning ratio .

1 Required: Deep model ¢g parameterized with 6,
data augmentation .4, training epochs K, length of
uncertainty window .J, learning rate 7.

2fork=0,--- ,K—1do

> In parallel on GPUs.

Sample a batch B ~ T.

for (z;,y;) € Bdo
Compute prediction P(y;|x;, @) and loss

U(po(A(xi)), yi)
if £ > J then
8 L Compute uncertainty Uy_ s (x;) using
Eq. (2)

9 Update 8 <+ 0 — nVo L, where

_ Zl(¢e(A(zi)),yi)
| £= B]

for (x;,y;) € T do
Compute dynamic uncertainty U (x;) using
Eq. ()
12 Sort 7 in the descending order of U (-)
13 S « front (1 — r) x |T| samples in the sorted 7~
Output: Pruned dataset S

3
4
5
6

~

10
11

training sample, which compose the y-axis and x-axis re-
spectively. The color reflects the number of correct pre-
dictions throughout the training. As shown in Fig. 2, the
training set can be roughly split into three groups, namely
1) easy samples that have high mean accuracy and low de-
viation, 2) hard samples that have low mean accuracy and

low deviation, 3) uncertain samples, namely the rest ones.
Previous works about sample selection [4, 6, 36], especially
active learning, suggest uncertainty sampling for minimiz-
ing the uncertainty of model prediction. Most of these met-
rics are statistic, namely only one deviation/variance is cal-
culated on a set of predictions/variables. Instead, the pro-
posed metric is an average over a set of deviations through-
out training process.

We visualize the data (25%) pruned by five state-of-the-
art methods and ours in Fig. 2. Our method remove a
large ratio of easy samples with high mean accuracy and
low deviation and many hard samples with both low mean
accuracy and low deviation. Note that our method is dif-
ferent from the naive pruning with statistic metric, for ex-
ample using y-axis, namely, the mean accuracy. Forget-
ting method removes more easy samples while fewer hard
samples, since some hard samples may cause continuous
overturning, i.e., large forgetfulness, during model train-
ing. However, such samples may be less informative for
model training and meanwhile slow convergence. Error-
based method EL2N remove easy samples only. Moderate
and Self-Sup. Proto. both remove many easy samples. For
both Forgetting and ours, the uncertain samples are rarely
removed, since the two methods both consider the train-
ing dynamics. Different from Forgetting and ours, Self-Sup.
Proto., Moderate and Entropy remove many uncertain sam-
ples, as they merely take the feature distribution or final pre-
diction into consideration.

Fig. 3 demonstrates some hard samples that are kept or
removed by our method. Obviously, these hard samples re-
moved by our method are likely mislabeled. For example,
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the “cowboy boot” is labeled as “buckle” but only a small
region of the image contains a black buckle. The hard sam-
ples kept by our method are still recognizable thought they
contain some variances. For example, the “black swans” are
with some “white swans”, and the “broom” image contains
a man with a “broom”.

4. Experiments
4.1. Datasets and Settings

Datasets and Architectures. We evaluate our method on
ImageNet-1K and ImageNet-21K [9] which have 1.3M and
14M training samples respectively. We implement main ex-
periments with Swin Transformer [21], and also test our
method on ConvNeXt [22] and ResNet [16]. We set the
input size to be 224 x 224.

Competitors. We compare to multiple representative and
state-of-the-art dataset pruning methods, namely Random,
Forgetting [37], Entropy [6], EL2N [27], Self-Supervised
Prototypes [33] and Moderate [41]. Tab. 1 summarizes the
characteristics of these methods. Note that there exist some
other pruning methods. We do not compare with them due
to their difficulty in scaling up to large datasets and models
[43] or different experimental settings [28].

Implementation details. All experiments are conducted
with NVIDIA A100 GPUs and PyTorch [26]. To acceler-
ate data loading and pre-processing, we use NVIDIA Data
Loading Library (DALI). For our method, we use J = 10
as the window’s length. All experiments are evaluated on
the validation set of ImageNet-1K and ImageNet-ReaL [1].
ImageNet-Real. reassesses the labels of ImageNet-1K-val
and largely remedies the errors in the original labels, rein-
forcing a better benchmark. Top-1 accuracy is reported on
both validation sets.

In the main experiments, we compare all seven methods
with ImageNet-1K and Swin-T under the pruning ratios of
25%, 30%, 40% and 50%. For EL2N, the score is averaged
over ten independent runs at epoch 30. For Self-Sup. Proto.,
a Swin-B pre-trained and fine-tuned on ImageNet-1K with
SimMIM [42] serves as the feature extractor. We train a
Swin-T for implementing other dataset pruning methods.
We employ an AdamW [23] optimizer and train models
for 300 epochs with a cosine decay learning rate scheduler
and 20 epochs of linear warm-up. The batch size is 1024.
The initial learning rate is 0.001, and the weight decay is
0.05. We apply AutoAugment [7] implemented in NVIDIA
DALL label smoothing, random path drop and gradient clip-
ping.

We also implement experiments on ImageNet-21K to in-
dicate the good generalization ability and scalability of our
method. We first pre-train Swin-T on ImageNet-21K (Fall
2011 release) for 90 epochs with 5 epochs of warm-up.
Then we fine-tune the model on ImageNet-1K for 30 epochs

with 5 epochs of warm-up using a cosine decay learning
rate scheduler, a batch size of 1024, an initial learning rate
of 4 x 107° and a weight decay of 1078,

4.2. Pruning ImageNet-1K

Tab. 2 displays the performances of seven methods under
different pruning rate. Obviously, our method Dyn-Unc
achieves the best performances in all settings. Specifically,
when pruning 25% training samples, our method obtains
79.54% and 84.88% top-1 accuracies on ImageNet-1K-val
and ImageNet-1K-ReaL respectively, which are comparable
to the upper-bound performances without pruning, namely
79.58% and 84.93%. These results indicate that our method
can achieve 25% lossless dataset pruning ratio.

We observe consistent rankings of methods whether on
the original validation set or Real.. The performance gaps
between our method and others are remarkable. The gap in-
creases for more challenging settings in which more train-
ing data are removed. For instance, our method outperforms
Forgetting by 0.84%, 0.87%, 0.94% and 3.32% when prun-
ing 25%, 30%, 40% and 50% samples, considering that the
standard deviation is around 0.2%.

Forgetting is always the runner-up when pruning less
than 40% training data. This phenomenon emphasizes
the priority of prediction uncertainty and training dynam-
ics based methods. However, Forgetting suffers from a
large performance drop from 40% to 50% sample pruning.
We compare the pruned samples of ours and Forgetting in
Fig. 4. The possible reason is that Forgetting throws more
easy samples, which makes the model training unstable.

Generally, feature distribution based methods Self-Sup.
Proto. and Moderate do not work well. Random baseline
exceeds all other methods except Moderate and our Dyn-
Unc on both two validation sets when pruning 50% training
data. The average ranking shows that Entropy performs the
worst in the ImageNet-1K pruning task. The possible rea-
son may be that this method only considers the output of a
trained model. We also illustrate these results in Fig. | for
easier visual comparison.

Besides, we also test our method on ConvNeXt. With
25% training data pruned, Dyn-Unc achieves 78.77% and
84.13% accuracies on ImageNet-1K-val and ImageNet-1K-
ReaL respectively and the results of no pruning are 78.79%
and 84.05%, suggesting that our method can generalize to
different models. We further study the cross-architecture
generalization ability of our method in Sec. 4.4.

4.3. Pruning ImageNet-21K

In this paper, we for the first time test dataset pruning algo-
rithms on ImageNet-21K which consists of 14 million im-
ages. The expensive computational cost prevents previous
works from studying this dataset. As shown in Tab. 3, we
prune ImageNet-21K with different ratios and then test on
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Figure 3. Tllustrations of hard samples kept and removed by our method at the pruning ratio of 25%. The removed ones are likely mislabeled

or confusing, while the kept ones are certainly recognizable.

Table 1. Comparison to other dataset pruning methods.

Method Prediction  Training Feature Training Label Class
Uncertainty Dynamics Distribution  Error ~ Supervised Balance

Random

Forgetting v v v

Entropy v v

EL2N v v

Self-Sup.Proto. v

Moderate v v v

Dyn-Unc (Ours) v v v

ImageNet-1K-val and ImageNet-1K-Real.. When pruning
25% training data, the Swin-T trained on our pruned dataset
can achieve 82.14% and 87.31% accuracies on ImageNet-
1K-val and ImageNet-1K-ReaL respectively. The former
has 0.13% performance drop while the latter has 0.07% im-
provement. Considering the deviation, the results indicate
that our method can achieve 25% lossless pruning ratio on
ImageNet-21K.

4.4. Cross-architecture Generalization

Few works test the cross-architecture generalization per-
formance of pruned dataset, although it is important for
real-world applications in which the new architectures will
be trained. We conduct experiments to verify the pruned
dataset can generalize well to those unseen architectures
that are inaccessible during dataset pruning. The represen-
tative architectures, Swin-T, ConvNeXt-T and ResNet-50,
are taken into consideration here. Dataset pruned by one
architecture is used to train others. We do experiments at
the pruning ratio of 25%. We train ConvNeXt-T with the
batch size of 2048, initial learning rate of 0.008. The rest

hyper-parameters are the same as training Swin-T. For train-
ing ResNet-50, we employ the SGD optimizer for 90 epochs
with step decay, batch size of 2048, initial learning rate of
0.8 and weight decay of 1074

The results in Tab. 4 show that the dataset pruned by
our method has good generalization ability to unseen archi-
tectures. For example, pruning ImageNet-1K with Swin-
T and then training ConvNeXt-T and ResNet-50 causes
only 0.13% and 0.4% performance drop on ImageNet-
1K-val compared to training the two architectures on the
whole dataset respectively. Notably, pruning with Swin-T
or ResNet-50 leads to performance improvement of training
ConvNeXt-T over the whole dataset training when trained
models are validated on ImageNet-1K-ReaL. It is reason-
able because dataset pruning with proper ratio can remove
noisy and less-informative data, thus improve dataset qual-
ity.

We further compare to Forgetting and Moderate in cross-
architecture experiment of pruning ImageNet-1K with
Swin-T and then testing with other architectures. As shown
in Tab. 5, our method performs slightly worse than the
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Table 2. Experimental results on ImageNet-1K. Our method achieves the best performances in all settings. The results indicate that our

method can achieve 25% lossless dataset pruning ratio.

ImageNet-1K-val Acc. (%)

Method \Pruning Ratio | 25% rank | 30% rank | 40% rank | 50% rank | avg rank
Random 77.82 5 77.18 5 75.93 4 74.54 3 4.25
Forgetting 78.70 2 78.27 2 77.55 2 74.32 4 2.5
Entropy 77.11 7 76.62 7 74.87 7 72.65 6 6.75
EL2N 78.51 3 78.15 3 75.87 5 71.10 7 4.5
Self-Sup. Proto. 78.24 4 77.23 4 75.69 6 73.48 5 4.75
Moderate 77.74 6 77.06 6 75.94 3 74.98 2 4.25
Dyn-Unc (ours) 79.54 £0.13 1 79.14 £ 0.07 1 78.49 £0.22 1 77.64+£0.17 1 1
No Pruning ‘ 79.58 + 0.15
ImageNet-1K-Real. Acc. (%)
Method \Pruning Ratio | 25% rank | 30% rank | 40% rank | 50% rank | avg rank
Random 83.55 5 82.96 5 81.90 4 80.82 3 4.25
Forgetting 84.20 2 83.75 2 82.94 2 79.62 4 2.5
Entropy 82.77 7 82.45 7 80.85 7 78.96 6 6.75
EL2N 83.84 3 83.40 3 81.12 6 75.93 7 4.75
Self-Sup. Proto. 83.71 4 82.74 6 81.33 5 79.28 5 5
Moderate 83.42 6 83.00 4 81.95 3 81.05 2 3.75
Dyn-Unc (ours) 84.88 +0.15 1 84.62 £ 0.05 1 84.13 +0.26 1 83.22 £0.19 1 1
No Pruning \ 84.93 £0.11
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Figure 4. Comparison of samples pruned by ours and Forgetting at the ratio of 50%. Forgetting method throws too many easy samples.

Table 3. Experimental results on ImageNet-21K.

Accuracy (%)

Pruning Ratio | IN-1K-val ~ IN-1K-ReaL
0% 82.27 87.24
25% 82.14 87.31
30% 81.96 87.16
40% 81.68 87.15
50% 81.26 86.84

upper-bound of no pruning, but remarkably exceeds other
methods. Especially, our method surpasses Forgetting and

Moderate by 0.95% and 1.68% when testing with ResNet-
50 on ImageNet-1K-val. The promising results indicate that
our method has good generalization ability on unseen ar-
chitectures and the pruned dataset can be used in real-world
applications in which the architectures of downstream tasks
are unknown.

4.5. Out-of-distribution Detection

To further verify the robustness and reliability of our
method, we evaluate our method on ImageNet-O [17], an
out-of-distribution detection dataset designed for evaluating
models trained on ImageNet. ImageNet-O consists of im-
ages from classes that are not found in ImageNet-1K but in
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Table 4. Cross-arch. generalization performance of Dyn-Unc.

Accuracy (%)
Pruning — Test Model ‘ IN-1K-val IN-1K-Real.
ConvNeXt — Swin 78.82 84.05
ResNet — Swin 79.03 84.78
Swin No Pruning 79.58 84.93
Swin — ConvNeXt 78.66 84.15
ResNet — ConvNeXt 78.68 84.26
ConvNeXt No Pruning 78.79 84.05
Swin — ResNet 75.51 82.17
ConvNeXt — ResNet 75.39 82.10
ResNet No Pruning 75.91 82.64

Table 5. Comparison to others w.r.t. cross-arch. generalization.

Swin — ConvNeXt Acc. (%)

Method\ Val. Set ‘ IN-1K-val  IN-1K-Real
Forgetting 78.50 83.84
Moderate 77.25 82.91
Dyn-Unc (ours) 78.66 84.15
No Pruning ‘ 78.79 84.05

Swin — ResNet Acc. (%)

Method\ Val. Set ‘ IN-1K-val  IN-1K-Real
Forgetting 74.56 81.52
Moderate 73.83 80.91
Dyn-Unc (ours) 75.51 82.17
No Pruning | 75.91 82.64

ImageNet-21K. ImageNet-O collects images that are likely
to be wrongly classified with high confidence by models
trained on ImageNet-1K. Hence, this dataset can be used to
test the robustness and reliability of models. We use AUPR
(area under the precision-recall curve) metric [17, 30], and
higher AUPR means better performing OOD detector. For
ImageNet-O, random chance level for the AUPR is approx-
imately 16.67%, and the maximum is 100% [17].

Based on models trained in the aforementioned
ImageNet-1K experiments, we report the OOD detection
results in Tab. 6. Interestingly, our dataset pruning method
can improve the OOD detection performance slightly, from
21.98% (no pruning) to 22.61% (pruning 30% samples).
The possible reason is that dataset pruning prevents mod-
els from overfitting many easy and noisy samples, and thus
improves model’s generalization ability.

4.6. Ablation Study of Observation Number

[36] conducts experiments on NLP tasks and shows that
training on ambiguous data can achieve quite good in-
distribution and out-of-distribution performance. We apply

Table 6. Out-of-distribution detection performance of Dyn-Unc.

Swin-T
Pruning Ratio | ImageNet-O AUPR (%)
0% 21.98 +0.14
25% 22.51 +0.38
30% 22.61+0.27
40% 21.97 + 0.44
50% 21.85 + 0.40

Table 7. Ablation study on observation number at 25% pruning ratio.

Accuracy (%)
Method (observation numbers) ‘ IN-1K-val IN-1K-Real
[36] (only 1) 75.05 81.60
Dyn-Unc (1 %, Ours) 79.54 84.88
Multi. Init. (3%) 79.19 84.75
Multi. Arch. (3x) 79.34 84.60

it to image classification task. Different from our method,
[36] takes first five or six epochs into account and observe
only one variance of these epochs. We compare to this
method in Tab. 7. The significant performance gap implies
that measuring one variance is not enough and training dy-
namics is important for sample selection.

Our Dyn Unc observes K — J variances throughout the
K-epoch training with a sliding window of length J. We
try to figure out whether more observations from multiple
model training processes with different initializations and
architectures (Swin-T, ConvNeXt and ResNet) can produce
better metric and therefore better performance. In Tab. 7,
the results show that using more observations does not im-
prove the performance.

5. Conclusion

In this paper, we push the study of dataset pruning to
large datasets, i.e., ImageNet-1K/21K and advanced mod-
els, i.e., Swin Transformer and ConvNeXt. A simple yet
effective dataset pruning method is proposed based on the
prediction uncertainty and training dynamics. The exten-
sive experiments verify that our method achieves the best
results in all settings comparing to the state of the art.
Notably, our method achieves 25% lossless pruninng ra-
tio on both ImageNet-1K and ImageNet-21K. The cross-
architecture generalization and out-of-distribution detection
experiments show promising results that pave the way for
real-world applications.
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