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Abstract

Gliomas, among the deadliest forms of cancer, are brain
tumors that present a significant challenge due to their
rapid progression and resistance to treatment. Effective
and early diagnosis is critical for improving patient prog-
nosis. Deep learning, particularly through large-scale vi-
sion models like Segment Anything Model (SAM), offers a
new pathway for tumor segmentation. This study seeks to
address the primary challenge of adapting SAM for mp-
MRI brain scans, which typically encompass multiple imag-
ing modalities not fully utilized by standard three-channel
vision models. We demonstrate that leveraging all avail-
able MRI modalities achieves superior performance com-
pared to the standard mechanism of repeating a MRI scan
to fit the input embedding. Our research also focuses
on parameter-efficient tuning of SAM to effectively train
the model while minimizing resource usage, showcasing
significant improvements when evaluated across multiple
datasets. Finally, we expose how SAM perceives differences
across varied brain tumor domains by visually analyzing
the features extracted on each of them. Our code and mod-
els are available at github.com/vpulab/med-sam-brain.

1. Introduction

Brain tumors, specially gliomas, stand as some of the dead-
liest cancers, in contrast with other types in terms of sur-
vival rates [1–4]. While advancements in medical science
have significantly improved the prognosis for many cancers,
gliomas remain particularly lethal, with approximately 80%
of individuals diagnosed succumbing within two years [5–
7]. This grim statistic is set against a backdrop where over
90% of individuals diagnosed with breast or prostate cancer
can expect to survive beyond five years, regardless of the
cancer’s malignancy [8–10]. The diagnosis and treatment of
brain tumors is a multifaceted and challenging task, primar-
ily due to the complex nature of brain anatomy. Gliomas are
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Figure 1. Adult glioma images from the RSNA-ASNR-
MICCAI BraTS challenge [30]. Each row illustrates an instance
where the complete tumor structure is discernible in certain imag-
ing modalities but not in others. This emphasizes the importance
of evaluating each case using all four MRI modalities with auto-
matic glioma segmentation models.

specially notorious for their resistance to conventional ther-
apies, making fast and early diagnosis crucial for the patient
survival [4, 11–14].

In this context, automated segmentation of tumors from
medical imaging data emerges as a pivotal step by speed-
ing the diagnosis process [11, 12, 15–24]. Nevertheless, the
pace of progress in this area is inextricably linked to the
advances in computer vision [11, 22–25]. The recent spot-
light on Large-scale Vision Models (LVM) has captured the
attention of researchers due to their exceptional versatility
and performance across diverse domains [26–28]. Notably,
the Segment Anything Model (SAM) [29] emerges as the
foundational model designed for image segmentation tasks.

However, there are three main challenges in applying
these methods directly to the specialized medical domain:
1. Conventional models build on three-channel (RGB)
color systems, hence, its application involves the conver-
sion of medical images (grayscale) into a compatible for-
mat: This workaround falls short when applied to multi-
parametric Magnetic Resonance Imaging (mp-MRI) brain
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Figure 2. Different brain tumor images. Visual examples of pa-
tients where one MRI modality contains information to effectively
segment the complete tumor contour and another does not.

scans, which encompass four distinct image modalities: T1-
weighted (T1), post-gadolinium (Gd) contrast T1-weighted
(T1Gd), T2-weighted (T2), and T2 Fluid Attenuated Inver-
sion Recovery (T2-FLAIR) [30–33]. This gap underscores
the need for a tailored approach that respects mp-MRI brain
data, to fully harness its diagnostic potential. Figure 1 and
2 exemplify the need of combining all mp-MRI modalities.
To address this challenge, this study modifies SAM archi-
tecture to entirely utilize each mp-MRI data entry.
2. Pre-trained LVMs are usually not equipped with
medical-specific knowledge, therefore, training or fine-
tuning with medical images is needed, a process compu-
tationally demanding which often results in catastrophic
forgetting [34–36]. To deal with this problem, we pro-
pose to employ Parameter Eficcient Fine-Tuning (PEFT) of
SAM through Low Rank Adaptation (LoRA) [37], where
the weight update is restricted to a small rank hyper-plane.
3. Once these methods are adapted to glioma images,
how general are the features they extract?. There is a risk
that these features might become overly specialized, limit-
ing the model’s ability to interpret broader aspects within
other brain tumor domains. To tackle this issue, we propose
an evaluation setup composed of four domains [30–33, 38–
40]. This setup allows us to observe the features extracted
by the tuned model providing insight into the model per-
ception across domains. Our finding suggests that LVMs
present effective segmentation regardless of the dataset, but
they still perceive significant discrepancies across domains.

Our study yield models with enhancements of up to 5%
in dice scores by leveraging all four MRI modalities. More-
over, our introduced PEFT training leads to models adept at
segmenting across various domains. Nonetheless, despite
their broad utility, we observe discrepancies at the feature
levels of the model when applied inter-domain.

2. Related work

Medical Image Segmentation (MIS) involves identifying
and delineating anatomical structures of interest in medical
images [11, 12, 15]. Given that medical professionals often
spend considerable time manually conducting this task [16–
20], numerous automated models have emerged to alleviate
the workload of doctors [21–24].

2.1. SAM Zero-Shot on MIS

LVMs have attracted considerable interest from researchers
due to their remarkable ability to generalize and effectively
adapt across a wide range of domains [26–28]. Among
these models, SAM [29] has been presented as a founda-
tional architecture designed for image segmentation tasks.
SAM is built upon the Vision Transformer (ViT) [41] and
it has been trained on a large scale dataset composed of
over 11 million images and 1 billion masks. The dense and
varied training data allows SAM to present state-of-the-art
zero-shot segmentation across multiples domains [29].

While SAM excels in segmenting natural images, recent
studies have evidenced its sub-optimal performance in the
segmentation of medical images [42–45], casting doubt on
its zero-shot capability within this specialized context. This
deficiency is due to the lack of domain-specific knowledge
pertinent to medical imaging [42, 46–49], which presents
unique challenges such as low image contrast, indistinct tis-
sue boundaries, and tiny lesion regions [15–17, 21, 22, 49].
To analyze these challenges, we propose to gather multiple
sources of MRI data to tune SAM with one specific domain
and analyze if the gap is found only to the medical domain,
or if the gap is also present across sources of tumor data,
such as patient age or ethnicity.

2.2. Training Foundational Models on Medical Do-
mains

To tailor foundational models for the medical domain, one
approach involves fine-tuning the entire model with a med-
ical database [46]. However, this process is highly compu-
tational and memory demanding [43, 44, 47, 50], and often
results in catastrophic forgetting [34–36], where the model
forgets previously learned patterns [51].

To overcome such drawback, recent techniques aim at
regularizing the modification of the weights to retain the
open-world recognition capabilities of the model. Specifi-
cally, PEFT emerges as a compelling solution [52]. PEFT
typically modulates the weight update as a combination of
low rank matrices reducing the computational costs and the
impact of the weight update [37, 53, 54]. This approach
accelerates adaptation to the new domain, allowing effi-
cient tuning of the model given the immense parameter
count in foundational models. Moreover, PEFT has not only
shown efficiency but has also surpassed performance scores
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Figure 3. Pipeline overview. We propose to adapt the encoder by: 1) accounting for all the mp-MRI volumetric image modalities; and 2)
specifically tuning of the encoder to retain the open-world segmentation capabilities of SAM.

achieved by fully fine-tuning the entire model [49], while
mitigating catastrophic forgetting [52, 53].

2.3. SAM on Volumetric Medical Data

Medical imaging modalities such as MRI [40, 55, 56] or
Computed Tomography (CT) [25, 57–59] possess an addi-
tional dimension compared to RGB images. The dimen-
sions of an RGB image are (c,H,W ), with c denoting the
number of channels, and H and W the height and width
of the image, respectively. However, the dimensions of an
MRI are (c,H,W,Z), where typically c = 1 and Z is the
depth of the volumetric image, i.e., the number of slices.

To train SAM with these images, most works do not ac-
count for the correlation of slices [60, 61]. On the other
hand, some studies capture 3D spatial information by adapt-
ing 2D to 3D, often by freezing 2D layers while training
3D adapters, enabling the model to learn from 3D images
[47, 49, 50]. Alternatively, [48] introduces alterations to
the entire network architecture (Image Encoder, Prompt En-
coder, and Mask Decoder) to transition it to 3D and train
it completely with these modalities of medical data. Cer-
tain medical images such as mp-MRI brain scans encom-
pass several volumetric image modalities associated with a
single patient and diagnosis [38, 39, 62–64]: T1, T1Gd, T2,
and T2-FLAIR. In this study, we focus on adapting SAM
to segment mp-MRI medical images in various domains:
Adult Glioma [38], Meningioma [31], Pediatric Glioma
[32], and Africa Sub-Sahara Glioma [33]. Thus, the ob-
jective is to understand how SAM perceives the differences
across these diverse domains.

3. Adaptation Method
We propose to adapt SAM model for mp-MRI medical im-
ages following the pipeline illustrated in Figure 3 and fo-
cusing on three aspects. First, we tune the patch embedding
layer of the encoder so that the model accounts for each
volumetric image modality (T1, T1Gd, T2 and T2-FLAIR).

Second, we propose an efficient tuning of the spatial layers
of the encoder. Third, we leverage SAM decoder and pro-
pose a novel mp-MRI setting for evaluating how the model
generalizes to different domains in the context of brain tu-
mor segmentation.

3.1. Segmentation framework

SAM Architecture. SAM [29] is divided into three pri-
mary components: an image encoder, a prompt encoder,
and a mask decoder. The image encoder is in charge of
extracting image representations, for which it combines a
patch embedding layer (16x16 patches) and transformer
blocks based on a Masked Auto-Encoder (MAE) [65] pre-
trained ViT [41]. Prompt encoder can manage both sparse
and dense prompts, sparse being represented by 2D posi-
tion encoddings, and dense encoded via a convolution algo-
rithm. On the other hand, the mask decoder employs bidi-
rectional cross-attention to capture the interactions between
prompts and images. SAM then samples the image encod-
ing, and an MLP maps the output token into a dynamic lin-
ear classifier that predicts the target mask.

The adaptation of SAM for processing mp-MRI is illus-
trated in Figure 4. It comprises two key aspects: 1) Modi-
fying the encoder architecture to correctly handle the corre-
lation between various MRI modalities at the patient level.
2) Implementing PEFT on the modified model to efficiently
adapt it to the domain of brain images.

4-Channel Encoder. Since SAM is designed for RGB
images, the encoder is configured with an input composed
of 3 channels. This input is encoded by the patch embed-
ding which consists only of a single layer. Therefore, we
propose to modify the initial patch embedding as means to
analyze the four mp-MRI modalities: T1, 1Gd, T2, and T2-
FLAIR. We follow this protocol as we have noticed a single
image modality does not always present complete tumor in-
formation (Figures 1 and 2), therefore, making the model
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Figure 4. Proposed Encoder. We propose to modify the patch embedding layer, so that it accounts for the all the MRI modalities, allowing
for a seamless integration of the information. Then, we employ LoRAs to tune Multi Layer Perceptron blocks (MLP) and Attention (Q,K,V
embedding) layers of the transformer blocks.

unable to segment it regardless of the efficacy.

Cross-slice attention. Another significant issue we find
in medical images is the relationship across the different
slices of the mp-MRI image. To account for such relation-
ships, we modify the original SAM architecture following
[49]. To that end, we feed contiguous slices to the model
and provide a cross-slice mechanism into each transformer
block. This cross-slice mechanism aims at modulating the
relationships between slices. Specifically, we set a resid-
ual cross-slice attention module (depth branch) Z into each
transformer block T :

xz(i, :) = Attn(x(·, i, :)) + x(·, i, :), (1)

where Attn is the multi-head attention, xz ∈ RN,L, x ∈
RZ,N,L, Z is the number of slices per mp-MRI image an-
alyzed, N is the number of features per image and L the
dimension of the features. Empirically, this is efficiently
computed as an attention block on the transposed inputs.
Then these depth features xz are combined in the usual
transformer block (spatial branch) by:

xs(z, i, :) = Attn(x(z, i, :)) + x(z, i, :) + xz(i, :). (2)

This combinations are computed as: first, for the depth
branch in Equation 1, transposing the input feature x. Sec-
ond, for the combination with spatial features in Equation
2, xz transposed back to its original shape. This procedure
is illustrated in Figure 5.

Efficient tuning of SAM to medical images. We employ
a PEFT strategy for tuning SAM to medical images. Specif-
ically, we employ LoRAs of the SAM weights (see Section

2):
Φl = ϕl +∆ϕl, (3)

where ϕ ∈ RN×L are the original SAM weights for a given
layer l , Φ the weights after tuning and ∆ϕ the weight up-
date obtained through fine-tuning (Without loss of gener-
ality, we explain the process for a single layer). As ∆Φl

should be of the same dimension than Φ, such update typi-
cally leads to the model downgrade if the tuning is not per-
formed with large scale data. To overcome this, LoRA up-
date presents a framework where ∆Φ is constrained by low
rank matrices. Therefore, the weight update is restricted to a
hyperplane of rank r, where r is a hyper-parameter to define
the low rank matrices. Empirically, this is defined as:

∆ϕl = A×B, (4)

where B ∈ Rr×L and A ∈ RN×r are the matrix decompo-
sition. This approach allows us to train with exponentially
less resources, while also acting as a regularization mea-
sure to reduce forgetting of the previously learnt patterns.
We initialize A = N (0, σ) and B = 0 following [37]. The
workflow with LoRAs follows:

Φl(x) = ϕl(x) +BAx (5)

3.2. mp-MRI evaluation setting

In this study, we assess the performance of SAM across
various brain tumor domains: Adult Glioma [30, 38, 39],
Meningioma [31], Pediatric Glioma [32], and Sub-Saharan
Glioma [33, 40]. Through this analysis, we aimed to gauge
its generalization ability after training on one type of brain
tumor and testing on others. Detailed images for each spec-
ified domain are presented in Figure 6.
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Figure 3. Pipeline overview. We propose to adapt the encoder by: 1) accounting for all the mp-MRI volumetric image modalities; and 2)
specifically tuning of the encoder to retain the open world segmentation capabilities of SAM.

other hand, other studies captured 3D spatial information
by adapting 2D to 3D, often by freezing 2D layers while
training 3D adapters, enabling the model to learn from the
3D images [47, 49, 50]. Alternatively, [48] introduces al-
terations to the entire network architecture (Image Encoder,
Prompt Encoder, and Mask Decoder) to transition it to 3D
and train it completely with these modalities of medical
data. Certain medical images such as brain mp-MRI encom-
pass several volumetric image modalities associated with a
single patient and diagnosis [38, 39, 62–64]: T1, T1Gd, T2,
and T2-FLAIR volumetric image modalities. In this study,
we focus on adapting SAM to segment mp-MRI medical
images in various domains: Adult Glioma [38], Menin-
gioma [31], Pediatric Glioma [32], and Africa Sub-Sahara
Glioma [33]. Thus, the objective is to understand how SAM
perceives the differences across these diverse domains.

3. Adaptation Method
We propose to adapt SAM model for mp-MRI medical

images following the pipeline illustrated in Figure 3 and fo-
cusing on three aspects: first, we tune the patch embedding
layer of the encoder so that the model accounts for each
volumetric image modality (T1, T1Gd, T2 and T2-FLAIR);
second, we propose an efficient tuning of the spatial lay-
ers of the encoder; and finally, we leverage SAM decoder
and propose a novel mp-MRI setting for evaluating how
the model generalizes to different domains in the context
of brain tumor segmentation.

3.1. Segmentation framework

SAM Architecture. SAM [29] is divided into three pri-
mary components: an image encoder, a prompt encoder,
and a mask decoder. The image encoder is in charge of
extracting image representations, for which it combines a
patch embedding layer (16x16 patches) and transformer
blocks based on a Masked Auto-Encoder (MAE) [65] pre-
trained ViT [41]. It can manage both sparse and dense

prompts, sparse being represented by 2D position encod-
dings, and dense encoded via a convolution algorithm. On
the other hand, the mask decoder employs bidirectional
cross-attention to capture the interactions between prompts
and images. SAM then samples the image encoding, and an
MLP maps the output token into a dynamic linear classifier
that predicts the target mask of the given image.

The adaptation of SAM for processing mp-MRI is illus-
trated in Figure 4. It comprises two key aspects: 1) modi-
fying the encoder architecture to correctly handle the corre-
lation between various MRI modalities at the patient level;
and 2) implementing PEFT on the modified model to effi-
ciently adapt it to the domain of brain images.

4-Channel Encoder. Since SAM is designed for RGB
images, the encoder is configured with an input composed
of 3 channels. This input is encoded by the patch embed-
ding which consist only of a single layer. Therefore, we
propose to modify the initial patch embedding as means to
analyze the four mp-MRI modalities: T1, 1Gd, T2, and T2-
FLAIR.

We follow this protocol as we have noticed a single im-
age modality does not always present complete tumor in-
formation (Figures 1 and 2), therefore, making the model
unable to segment the it regardless of the efficacy.

Cross-slice attention. Another significant difference we
find in medical images is the relationship across the dif-
ferent slices of the mp-MRI image. However, to account
for such relationships, we modify the original SAM archi-
tecture following [49]. To that end, we feed contiguous
slices to the model and provide a cross-slice mechanism
into each transformer block. This cross-slice mechanism
aims at modulating the relationships between the different
slices. Specifically, we set a residual cross-slice attention
module (depth branch) Z into each transformer block T :

xz(i, :) = Attn(x(·, i, :)) + x(·, i, :), (1)

3

Figure 5. Cross-slice attention mechanism. We employ cross-
slice attention to account for both space and depth relationships
in the mp-MRI images through two linked branches in each trans-
former block, one of them receiving transposed inputs.

BioPhysic Domain Differences. Gliomas arise from neo-
plastic glial cells [62–64]. On the other hand, meningiomas
[66–68] are typically more circumscribed than gliomas, but
they pose additional segmentation challenges due to their
extra-axial location, multiplicity, and tendency for skull-
base involvement. Unlike gliomas, meningiomas arise from
the arachnoid layer of the meninges, situated between the
dura mater and the pia mater [31, 68].

While adult gliomas are predominantly found in the
frontal or temporal lobes, pediatric gliomas, Diffuse Mid-
line Gliomas (DMG) are commonly located in the pons
[32, 69, 70]. Moreover, characteristic imaging features such
as enhancing tumor regions and necrotic tissues are less dis-
tinct in DMGs compared to adult gliomas. Therefore, dedi-
cated imaging tools are necessary for accurate characteriza-
tion and diagnosis of such pediatric brain tumors [32, 71].

Despite the significant progress in glioma diagnosis fa-
cilitated by deep learning methods, the applicability of
models trained on american/european glioma data to clin-
ical practice in Sub-Saharan Africa (SSA) remains uncer-
tain, particularly given the extensive use of lower quality
MRI technology in the region [40, 72]. Consequently, fur-
ther Machine Learning (ML) methods may be required for
accurate tumor segmentation in SSA [33].

Meningioma Sub-Saharan GliomaPediatric GliomaAdult Glioma

Figure 6. Four selected brain tumor domains. The top row rep-
resents samples from the T2-FLAIR MRI modality and the bot-
tom one is the ground-truth. In the ground-truth images, white
pixels are part of the enhancing tumor, light grey pixels represent
an edema, and dark grey pixels are necrotic/non enhancing cells.
However, we will only focus on the ground-truth complete exten-
sion of the tumor.

3.3. Comparison of different models

Comparing LoRAs Matrixes to assest distribution shift.
Our training protocol provides us a comparable weight up-
date from an initial set of parameters ϕ to the tuned param-
eters on each evaluated dataset ΦD. We propose to use the
singular value decomposition (svd) of each LoRA:

∆ϕl = UΣV, (6)

where U ∈ RZ×Z and V ∈ RM×M are real orthogonal ma-
trices and Σ ∈ RZ×M is a matrix non-negative real num-
bers on the diagonal denoted as σi are the singular values.
To measure the distance from one model tuning to another,
we follow [73] corollary:

|σi(E)− σi(F )| ≤ ||E − F || , ∀E,F. (7)

Providing us with r estimations of the discrepancy:

||∆ϕD1 −∆ϕD2|| ≥ |σi(∆ϕD1)− σi(∆ϕD2)|. (8)

We follow this approximation as we account for the transla-
tion of the weights rather than the element-wise distance.

4. Experiments and Results

In this section, we present the selected datasets, experimen-
tal setup and results of our study on adapting SAM for pro-
cessing mp-MRI images. First, we describe our training
strategy, which also includes details on hardware specifica-
tions and dataset splitting. Subsequently, we demonstrate
the effectiveness of utilizing all four mp-MRI modalities
with SAM compared to using fewer modalities under iden-
tical conditions. Finally, we provide comprehensive results
from our experiments, including comparisons with existing
models and variations in training approaches.
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4.1. Dataset

The dataset used in this study has been extracted from
the public RSNA-ASNR-MICCAI BraTS 2023 challenge
[30, 38, 39], which aims to promote research on automatic
methods for the diagnosis of gliomas. Our dataset groups
four sets of data corresponding to different brain tumor do-
mains, in order to observe how SAM perceives the exist-
ing differences among them under identical training condi-
tions and evaluate its performance changes. Therefore, our
dataset D = {D1, D2, D3, D4}, where:

• D1 (Adult Glioma) = {n0, n1, ..., n1251} [38]
• D2 (Meningioma) = {n0, n1, ..., n1000} [31]
• D3 (Pediatric Glioma) = {n0, n1, ..., n99} [32]
• D4 (Sub-Sahara Glioma) = {n0, n1, ..., n60} [33]

Considering the number of samples for each dataset, D1

and D2 will serve as both training and evaluation sets, with
a train-test split applied within each dataset, being TD1 and
TD2 the training splits for D1 and D2 respectively, and V1,
V2 its corresponding validation sets. Meanwhile, D3 and
D4 will solely be used as evaluation sets to assess general-
ization of the trained models to these domains.

4.2. Training Setup

Each training session was executed on a single 48GB
NVIDIA A40 GPU, utilizing a batch size of 1. We em-
ployed an 80-20 split of the dataset to validate the learning
outcomes for each case.

Our objective does not involve surpassing the state-of-
the-art performance in brain tumor segmentation. Rather,
we aim to showcase the enhancement achieved by utilizing
all four mp-MRI images with SAM in comparison to us-
ing only one or three of them, under identical conditions.
Consequently, all trainings were conducted using the same
optimizer (Adam), r = 4 for every LoRA block, and over
the same number of epochs, 25. As performance metric,
we employ the Dice score [74], as it is the most standard
utilized metric in medical image segmentation [15, 21, 75].

Point Prompt. We train the network utilizing a single
point as a prompt generated following the iterative proce-
dure outlined in [76]. Here, each subsequent click is deter-
mined based on the previously selected set of clicks, with
the initial one being randomly generated [77].

4.3. Analysis of the image employed

In the ablation study, we aim to observe the benefits of em-
ploying all four mp-MRI image modalities compared to us-
ing just one (triplicated to match SAM’s original input chan-
nels) or a concatenation of three modalities. To achieve this,
we conducted various experiments with different setups ex-
plained as follows, all trained on TD1 for 25 epochs.

MRI modality V D1 ↑ V D2 ↑ D3 ↑ D4 ↑
Zero-Shot T1 4.33 1.55 3.43 7.59

LoRA 58.45 74.16 65.68 52.34
Zero-Shot T1Gd 6.51 2.39 4.24 6.51

LoRA 58.54 74.71 65.59 52.61
Zero-Shot T2 4.51 2.87 1.76 7.75

LoRA 58.19 74.51 65.36 52.46
Zero-Shot T2-FLAIR 3.85 2.19 3.08 7.85

LoRA 59.64 74.72 65.46 52.73
Zero-Shot T1, T2, T2-FLAIR 5.14 2.91 2.99 6.03

LoRA 57.87 74.44 65.37 52.67

Table 1. Dice scores of SAM Zero-Shot vs LoRA Adapta-
tion. These results showcase the low performance of founda-
tional models applied directly to medical images, motivating the
research of techniques to effectively adapt to the medical domain.
(KEY: V D1 = Validation split for Adult Glioma, V D2 = Vali-
dation split for Meningioma, D3 = Pediatric Glioma, D4 = Sub-
Saharan Glioma.)

As SAM focuses solely on segmenting the tumor as a
whole, when concatenating three modalities we excluded
T1Gd. Clinicians typically use T1Gd to delineate only
the tumor core and active regions, rather than capturing its
entire extent, according to the BraTS annotation protocol
[30]. Consequently, our evaluation included concatenating
T1, T2, and T2-FLAIR images to represent three different
stacked modalities when testing SAM’s performance.

Performance impact of scan modality in SAM. Ini-
tially, we assessed the zero-shot transferability of SAM with
its pre-trained weights across D1, D2, D3, and D4, and
compare it with the model’s performance after incorporat-
ing LoRA blocks through PEFT. This preliminary evalua-
tion is performed without any modifications to the patch
embedding, hence, each run involved the utilization of ei-
ther a single MRI modality or a concatenation of three
modalities. As depicted in Table 1, pre-trained SAM model
performs poorly on our dataset, with all dice scores below
10.0. Subset D4 shows slightly better performance com-
pared to others for each MRI modality. However, applying
PEFT with LoRA leads to a significant improvement in re-
sults. Within each domain, the dice scores converge to ap-
proximately the same value regardless of the chosen MRI
modality using LoRA.

How do we combine MRI modalities? In Table 2 we
present the dice scores obtained by training SAM model
from its pre-trained weights and applying PEFT method de-
scribed in Section 3 without modifying the patch embed-
ding. This experiment was conducted for each different
mp-MRI modality, with each selected image repeated three
times to input the net encoder a three-channel image. Addi-
tionally, we included in the comparison table the same test
performed by concatenating T1, T2, and T2-FLAIR, along
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MRI modality V D1 ↑ V D2 ↑ D3 ↑ D4 ↑
T1× 3 58.45 74.16 65.62 52.34

T1Gd× 3 58.54 74.71 65.59 52.61
T2× 3 58.19 74.51 65.36 52.46

T2-FLAIR×3 59.64 74.72 65.46 52.73
[T1, T2, T2-FLAIR] 57.87 74.44 65.37 52.67

Ours(TD1) 61.85 65.68 50.65 56.20
Ours(TD2) 58.38 75.27 65.62 52.35

Table 2. Performance comparison of models tuned with repli-
cating each MRI modality and our proposed combination of
the four of them. Our method achieves performance improve-
ments across all datasets, highlighting the benefits of the proposed
combination. (KEY: TD1,V D1 = Training, Validation splits for
Adult Glioma; TD2,V D2 = Training, Validation splits for Menin-
gioma; D3 = Pediatric Glioma; D4 = Sub-Saharan Glioma.)

with the evaluation of our proposed method using all 4 MRI
modalities. As observed, the proposed approach leverag-
ing complete mp-MRIs exhibits superior performance com-
pared to others in D1 and D2, which are the domains used
to train these models. This suggests that the architecture
can more effectively delineate tumor structures by utilizing
correlations across all 4 image modalities.

Figure 7 presents segmentation examples where our
model is capable of effectively segmenting the tumor, while
models trained with fewer image modalities do not detect
it. This example illustrates the benefits of employing com-
plete mp-MRI images, as a single modality may not contain
enough information. Additionally, it is included the ground-
truth extension of the tumor, which was provided by doctors
for the BraTS challenge using all four mp-MRI modalities,
adhering to the annotation protocol outlined in [30].

LEGEND
Our PredictionGround-Truth

Figure 7. Visual results. Illustrated in this image are four cases
where our proposed method accurately identifies the tumor areas,
contrasting with models trained on fewer MRI modalities, which
failed to detect them, hence evidencing the importance of utilizing
the entire mp-MRI data.

How should we train the model? As we are removing
the weights of the first layer of the SAM model, we analyze
how we should train it. Is it better to first only tune the ran-
domly initialized patch embedding, or should the training
be performed jointly?

Table 3 compares the performance of two training strate-
gies: first training the patch embedding to accommodate all
four mp-MRI images simultaneously alongside the LoRA
blocks. In contrast, the second method comprises training

V D1 ↑ V D2 ↑ D3 ↑ D4 ↑
2 Step 30.36 32.77 19.36 26.84

Ours (TD1) 61.85 65.68 50.65 56.20

Table 3. Adaptation using complete mp-MRI: 1-step vs 2-step.
(KEY: V D1 = Validation split for Adult Glioma, V D2 = Vali-
dation split for Meningioma, D3 = Pediatric Glioma, D4 = Sub-
Saharan Glioma.)

the patch embedding initially and then utilizing the resul-
tant weights as a starting point to train the LoRA blocks,
while keeping the patch embedding frozen. As depicted in
Table 3, our one-step proposed approach significantly out-
performs the two-step adaptation process across all datasets.
This results highlight the need of specifically tuning the
patch embedding with the PEFT strategy to effectivelly
adapt to the medical domain.

4.4. Effectiveness of our PEFT strategy

Table 4 presents a comparison between fine-tuning the en-
tire SAM model and our proposed method outlined in Sec-
tion 3. Our approach involves utilizing the 4 mp-MRI im-
ages as input, training the patch embedding, and applying
PEFT on the LoRA blocks. Notably, our method achieves
results up to 5 times better than fully fine-tuning the model
across all validation sets, despite training only a small frac-
tion of the model parameters. This significant improvement
can be attributed to two factors: first, fully fine-tuning foun-
dational models is not straightforward and typically leads to
catastrophic forgetting. Second, the inherent generalization
ability of foundational models allows them to adjust to new
domains through slight weight shifts provided by LoRA.

V D1 ↑ V D2 ↑ D3 ↑ D4 ↑
SAM FT 17.19 14.92 11.96 11.71

Ours 61.85 65.68 50.65 56.20

Table 4. Fine-Tuning SAM vs LoRA Adaptation. (KEY: V D1

= Validation split for Adult Glioma, V D2 = Validation split for
Meningioma, D3 = Pediatric Glioma, D4 = Sub-Saharan Glioma.)

Experimental analysis of our proposed method We find
that our model presents slightly better performance across
the evaluated domains compared with the state-of-the-art
SAM-based methods, as shown in Table 5. Our method is
specially effective compared with the state-of-the-art on Pe-
diatric and Sub-Saharan patients. Both sets are notoriously
hard to segment due to their intrinsic discrepancies with the
original training data (D1 or D2), see Section 3.2.

4.5. Explainability

Discussion of the adaptation to medical domain Figure
8 depicts the upper bound obtained from Eq 8 from mod-
els trained with different scans. We notice that the models
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Model V D1 ↑ V D2 ↑ D3 ↑ D4 ↑
SAM-Med [46] 47.2 74.7 52.8 42.3

Ranem et.al., [78] 61.9 - - -
Ours(TD1) 61.9 65.7 50.7 56.2
Ours(TD2) 58.4 75.3 65.7 52.4

Table 5. SAM methods performance comparison. (KEY:
TD1,V D1 = Training, Validation splits for Adult Glioma;
TD2,V D2 = Training, Validation splits for Meningioma; D3 =
Pediatric Glioma; D4 = Sub-Saharan Glioma.) Not reported re-
sults indicated with ”-”.

present small discrepancy for their updates in the early at-
tention layers despite being faced with different sources of
input. We believe this indicates that the core gap between
SAM and brain tumor scans lays in understanding the med-
ical domain, rather than the discrepancies found on each of
the MRI modalities. Additionally, we find that T2-FLAIR
presents slight discrepancies with the alternatives, as evi-
denced by the greater gaps from these models with the alter-
native modalities. These results motivate the usage of T2-
FLAIR in future frameworks. We believe these results can
be specially useful for future ensemble frameworks which
should incorporate at least one model employing T2-FLAIR
with other modality to promote diversity across models.

LEGEND

∣ ((T1) - ((*2) ∣
∣ ((T1) - ((*1./) ∣

∣ ((T1) - ((*2-FLAIR) ∣
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∣ ((T1Gd) - ((*2) ∣
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Figure 8. Measuring distances of models trained with each
MRI image. Despite having different inputs, the process of tun-
ing SAM to MRI is targeted mainly towards adapting the model to
the medical domain regardless of the scan employed. This conclu-
sion is observed by having relatively similar weight updates for the
initial layers (which are presented with different types of scans),
while presenting larger discrepancies for the last layers.

Discussion of the domain gap across datasets Figure 9
illustrates the feature plot derived from different tumor do-
mains. While performance exhibits minor variations across
these domains, the model discerns discrepancies within

LEGEND
Adult Glioma
Meningioma
Pediatric Glioma
Sub-Saharan Glioma

Figure 9. Image Embedding TSNE Representation. This image
displays the features extracted by SAM encoder for each brain tu-
mor type. Features of different classes are separated in the feature
space, highlighting that the model does not recognize the broader
brain tumor domain.

each, as it is not able to extract generic features to the
broader brain tumor domain. This underscores SAM’s sus-
ceptibility to domain gaps among brain tumor types, but its
open-world recognition allows effective segmentation de-
spite the existing disparities.

5. Conclusions
In this study, we have adapted SAM to process mp-MRI
brain data, optimizing its performance by PEFT and also in-
cluding attention to slice correlation. Additionally, we have
examined the performance of SAM across various brain tu-
mor domains and visualized how it discerns the biophysical
inherent differences in each case through the extracted fea-
tures. Our findings demonstrate that:
• When trained under identical conditions, using all modal-
ities of mp-MRI brain images with SAM yields superior re-
sults compared to selecting only one or three modalities.
• Implementing PEFT on SAM using LoRA blocks enables
the model to adapt to the domain instead of the specific MRI
modality employed in each instance.
• The features extracted by SAM are not generic, reflecting
variations across domains.
As future work, our direction is to further enhance the ca-
pability of SAM to generate domain agnostic features to the
brain tumor domain. This direction could potentially im-
prove its performance across a wider range of brain tumor
types and facilitate its applicability in clinical settings.
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