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Abstract

Breast cancer is the second most prevalent form of can-
cer and is the ”leading cause of most cancer-related deaths
in women”. Most women living in low- and middle-income
countries (LMIC) have limited access to the existing poor
health systems, restricted access to treatment facilities, and
in general lack of breast cancer screening programmes. The
likelihood of women living in LMIC attending a health facil-
ity with advanced-stage breast cancer is very high and the
chances of them being able to afford treatment at that stage,
even if the treatment is available, is very low. In this work,
we evaluate the capabilities of deep learning as a classifi-
cation tool with the aim of detecting cancerous ultrasound
breast images. We aim to deploy a simple classifier on a mo-
bile device with an inexpensive handheld ultrasound imag-
ing system to pick up breast cancer cases that will need
medical attention. We demonstrate in this work that with
minimal ultrasound images, a de novo system trained from
scratch can achieve accuracy of close to 64% and about
78% when the same model is pre-trained.

1. Introduction

Many people in their lives will face cancer at some point
[29]. In 2020, it was the leading cause of death around the
world, accounting for more than 10 million lives lost [16]
and countless more, changed. As the population ages at
large, cancer will become more of a problem, overwhelming
hospitals and increasing waiting times for those with more
immediate issues. It is a disease that gets increasingly more
difficult to treat as it progresses, it could start in one part

of the body (cells dividing rapidly in the skin), then find its
way very quickly to other organs through the lymph nodes,
to the heart, kidneys, lungs, breasts, liver and others [26].
If we can find it quickly, we could cut it out at the source,
halting any serious progression and stopping any further po-
tential harm. This is why early surgery is often regarded as
the best form of cancer treatment.

Breast cancer is the second most prevalent form of can-
cer and is the ”leading cause of most cancer-related deaths
in women in the United States” [21]. In 2021, it was pre-
dicted that around 281,550 women were to be diagnosed
with breast cancer and around 43,600 women were pre-
dicted to die due to breast cancer. It has been shown that
”almost all women with breast cancer survive their disease
for 5 years or more, if diagnosed at the earliest stage. This
falls to around 3 in 10 women when breast cancer is di-
agnosed at the most advanced stage” [28]. Ultrasound to-
gether with digital mammography are the mainstay of breast
cancer screening and diagnosis.

Computed Tomography (CT) scan and Magnetic Res-
onance Imaging (MRI) are the mainstay for determining
the extent of spread of breast cancer in patients who have
the disease, because of their higher soft tissue resolu-
tion and extent of body coverage. These facilities (Mam-
mogram/MRI) are however not widely available in low-
and middle-income countries (LMIC) and where available,
are very expensive. Considering the comparatively higher
availability and access to Ultrasound (USG) and the ease of
use of mobile (portable) USG in even hard to reach terrains
and now well supported observation of USG as an effec-
tive substitute tool for detection of breast cancer [23], in
this work, we aim to enhance the effectiveness of USG in
the early diagnosis of breast cancer in LMIC. Recent ad-
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vances in artificial intelligence (AI) and machine learning
(ML) have provided consecutive successes for helping med-
ical doctors in making diagnoses [18]. This work will build
on the successes of AI by using machine learning models
to further develop the effectiveness of USG in speeding up
breast cancer treatment.

2. Related Work
Image classification problems have become more prevalent
over the last few decades as we realised that we can harness
this new power of machine learning to do a lot more than
we initially imagined. Vailaya et al [30] describe a method
in which to classify images from landscapes to cities using
machine learning and asked different people to first clas-
sify the images into specific groups and then used this train-
ing data to train their machine learning model; the input is
the image to classify and the output is a one-hot represen-
tation of each class with its corresponding confidence level.
They [30] managed to achieve an accuracy of around 93%
throughout their study using a k-NN classifier [9] to classify
the images.

With image classification being one of the more useful
cases of machine learning, it has allowed us to create much
better facial recognition algorithms, better self-driving car
functionality, detecting obstacles such as people, other cars
or cyclists, better scientific imaging such as cancer and in-
jury detection, amongst many others [25] [19] [14]. Ma-
chine Learning refers to computational models that, to the
best of our knowledge [5], mimic our own brains by way
of many inter-connected neurons all computing weighted
values in which we perceive as the act of learning. Con-
volutional Neural Networks (CNNs), as described by Sun
et al [24], have ”exceptional superiority in visual recog-
nition tasks” and showed that detecting traffic light sig-
nals, biological imaging and generic image classification all
have positive results when using the convolutional network
method. There have been many studies that prove that it
is possible to detect breast cancer using different machine
learning techniques with some being more accurate than
others. Some people use a combination of feature extrac-
tion and simple deep learning models to classify the output
and others use image based techniques such as CNNs. For
the feature extraction method, the dataset used, is a list of
attributes provided by radiologists, for example: cell size,
clump size and cell uniformity, the most popular being the
Wisconsin data set [31]. Sometimes, the features are ex-
tracted automatically, using a CNN, by detecting edges and
computing pixel difference.

In [12], they describe how they first pre-processed their
data to remove noise and redundant, ambiguous data from
the dataset. The dataset contained 16 rows with missing val-
ues and so to stabilise the results, they removed all data with
those missing values. In order to select which features were

best fit for their model, they used a method known as Re-
cursive Feature Elimination, an approach which iteratively
removes features that are deemed unsuitable or unnecessary
for the training process. Once they had selected all of the
essential features, they split their data into subsets for train-
ing and testing; this was done randomly, without following
any sequences. The Deep Neural Network used contains an
input layer with four input nodes, three hidden layers with
10, 20, and 10 hidden nodes, and an output layer with a
single node. The results presented in [12] are very promis-
ing, showing that the 80-20 split had an average accuracy of
98.62% where the other splits had lower accuracy’s, 97.66%
and 96.88%.

Another example of where deep neural networks
(DNNs) are used for classification is [7]. They use a very
similar technique to [12], using the Wisconsin data set and
using a feature elimination technique to determine which
features to use in their model. For their experiments, they
tested a range of numbers of features with differing classi-
fier techniques and recorded the accuracy of each test. They
noted that with 19 features (out of a possible 32), they had
the best accuracy across the board with an average accuracy
of 97%. After they had found the number of features that
provided the best accuracy, they determined how many hid-
den layers and nodes to use in their model. Eventually, they
found that 3 hidden layers with 60 hidden nodes provided
the best accuracy of 99.42%; it is worth noting that in their
data, it seems to have a linear correlation, every time a node
or a layer is added, the accuracy seemed to improve.

In [15], Nasser and Yusof explained the most popular
methods that are currently being used to tackle the issue of
breast cancer detection. They explain that there is an ab-
solute need for automated learning to supplement the cur-
rent human effort in order to correctly diagnose breast can-
cer, with at least the accuracy of a human. They list the
techniques used, and go on to describe the convolutional
neural network to be the most popular method utilised
in breast cancer detection as of the publish date. CNNs
used for breast cancer detection can be grouped into two:
the transfer learning-based model and the de novo trained
model; a model which is trained from scratch. The trans-
fer learning-based model uses previously trained networks
such as AlexNet [4], ResNet [10] or VGG [22] to signifi-
cantly speed up the results process as the models have al-
ready been partially trained. Using previously trained net-
works can also improve the accuracy of a model as already
well-known accurate weights can be partially retrained to fit
a new problem.

Ting et al [27] describe how they use a CNN to aid with
the diagnosis of breast cancer using mammographic images.
The images used were provided by the Mammographic Im-
age Analysis Society (MIAS), provided in the Portable Gray
Map image format and verified by a doctor with 21 benign,
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17 malignant and 183 normal cases. A CNN of 28 hid-
den layers and 1 output layer was used as part of their net-
work model, a dropout rate of 0.5, a learning rate of 0.002,
fully connected hidden layer of 1024 neurons, and Rectified
Linear Units. Data augmentation is also applied to the im-
age patches (128x128 pixels) to ”overcome the overfitting
issue faced by other researchers”, a rotation and a flip to
each patch is also applied as part of the augmentation stage.
They also use an average pool layer to reduce the dimen-
sions of the hidden layer so the subsequent layer has the
correct dimensions needed for the output. They explain that
for pooling, the exact feature location is less important than
the ”approximate location relative to other features” and
so can control the ”over-learning” tendencies. They [27]
achieved a sensitivity, specificity, and accuracy scores of
89.47%, 90.71%, and 90.50% respectively, using their Con-
volutional Neural Network Improvement for Breast Cancer
Classification (CNNI-BCC) technique.

In [20], Shen et al described their methods in classifying
breast cancer mammogram data using an image patching
process. They proposed what they called an ”end-to-end”
approach where they pre-train a model to detect the im-
age patches with fully-annotated Regions of Interest (ROI).
They used a combination of a VGG [22] and ResNet [10] ar-
chitecture to classify the ROIs, more specifically the VGG-
16 and ResNet-50 flavours. Their dataset consisted of 2478
mammography images from 1249 women from the CBIS-
DDSM with training, validation and testing sets split as
1903, 199 and 376, respectively. The images were down-
sized to 224x224 pixels because of limitations to their hard-
ware and the fact that this was big enough to cover most
of the image patches. Their network training was split into
two parts, the ”patch classifier” and the ”whole image clas-
sifier”. The patch classifier was trained using a pre-trained
classifer and transfer learning, the model used was the Ima-
geNet model; they only needed to train the final few layers
to adjust the weights to their specific problem set. Then
they trained the whole image classifier using their VGG
structure and compared it against the ResNet structure to
see which one showed better results. To improve their final
model, data augmentation was performed using some ran-
dom transformations of the images: horizontal and vertical
flips, rotation, zoom and intensity shift. They achieved a
per-image accuracy of around 88% with their best model
using a ResNet50 [10] and VGG-16 [22] combination.

Using CNNs to classify breast cancer with MRIs is de-
scribed in [2]. Their dataset was split into training and val-
idation sets in the ratio 3:1 or 214:72 cases and trained on
a RetinaNet [13] classifier. The RetinaNet structure uses a
Feature Pyramid Network backbone, as well as a ResNet
[10] architecture to ”generate a rich multi-scale convolu-
tional feature pyramid”. Their results show that the ma-
chine learning approach is significantly more accurate than

the human counterparts: 92.6% and 82.8% (sensitivity and
specificity respectively) for the machine learning system
with 84.7% and 84.1% for human readers (four radiolo-
gist). They go on to explain that the study is the ”first report
to focus on building an AI system based on RetinaNet that
detects and diagnoses lesions of MIPs of DCE breast MRI
and compares the diagnostic performance of the AI to that
of human readers” and as previously stated, their machine
learning outcomes were far greater than that of the human
readers. However, a limitation of their study was that of the
image size; they converted all of their images to 512x512
pixels which could reduce the accuracy of the network as
information will be lost due to the compression algorithm
used.

Jafari et al [11] describe their methods to predict breast
cancer within mammogram data. They used the Radio-
logical Society of North America (RSNA) dataset’ from
roughly 11,000 patients and 54,713 images in the DICOM
format. Before feeding any data into their models, they
first pre-processed their images using a range of techniques,
from normalisation (converting all pixel values to a range of
0-255), Region of Interest Selection which enabled them to
crop the image to the section they were most interested in
analysing, to feature extraction, using pre-trained models
for extracting features and choosing the ones that will make
the most impact for classification. Once they had those fea-
tures, they classified them using different models such as
k-NN, random forest (RF), SVM, and NN. They found that
the NN approach showed the best results, obtaining an accu-
racy of 92%, using two fully connected layers with a hidden
layer of 96 neurons and a single-neuron classification layer.

In their study for the New York University dataset [6],
Yiqiu Shen et al described their methods in creating a clas-
sifier for pre-processing their ultrasound images. With each
image, they use a combination of cropping and rotation in
order to remove any of the unnecessary background infor-
mation that may impact the training. They used the methods
of Dilation and Erosion in order to remove the surrounding
areas: first they needed to make the images grey-scale, then
they needed to obtain a non-zero mask of the image and
for the devices where the background wasn’t zero using an
algorithm to fetch the modal value of the background pix-
els. After they had detected the section that needed to be
removed, they used an erosion technique on the non-zero
binary mask to remove that section. In the dataset, there
are images where text or other annotations are used for the
radiographers benefit but to the hindrance of the machine
learning model as it obstructs the image underneath. These
annotations are called ”burnt in annotations” and they need
to be detected and removed before the model can be trained
to stop the network from ’relying’ on the annotations. They
first trained a ResNet-18 [10] network in order to detect
the annotations, they then used a U-Net [17] classifier com-
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bined with image in-painting [1] to remove the detected an-
notations.

Guan and Loew [8] explain that training CNNs from
scratch may be inefficient as they require a large amount of
labeled data in order for them to be accurate. They [8] ex-
plain how they applied the generative adversarial network
(GAN) to generate synthetic mammographic images from
the digital database for screening mammography (DDSM).
The problem with classic image augmentation is that they
won’t be used as new training images but instead only ver-
sions of images that already exist so the accuracy of the
network cannot be significantly improved. They go on to
explain that instead, one can generate images using GANs,
keeping the original features of the original images, but
making it a completely different image; this would improve
the ease of accessing datasets because you could generate
new mammographic images whenever you needed to. The
GAN is a generative neural network that takes existing data
and creates ’fake’ data following the same patterns seen in
the real data.

3. Our Approach
Machine learning is a technique known to be accurate
(when trained correctly) and time efficient when dealing
with classification problems. This will reduce the number
of errors made, when compared to human counterparts and
can exploit the fact that computers can effectively run for
24 hours a day, 7 days a week, detecting cancer even when
a human may not be around. Machine learning algorithms
may be expensive to train in terms of time, storage and data
available, but in the long term, their accuracy and usability
are worth the use of resources.

The online resources used are informational websites
such as the UK National Health Insurance (NHS) website
or Cancer Research website [29], providing knowledge on
breast cancer statistics and research papers describing the
techniques for creating and running machine learning algo-
rithms to detect breast cancer. We conducted background
research into how neural networks work and the best types
of neural network structure to use for this particular prob-
lem using credible sources from various universities and in-
stitutions around the world. We also researched which pro-
gramming languages and libraries to use in order to find an
effective solution; Python with TensorFlow being the final
platform with many machine learning problems and Tensor-
Flow is an easy framework to work with within the Python
ecosystem.

3.1. Dataset selection

First, we will need to have a dataset consisting of ultrasound
images with which to train our network on. We chose the
publicly available dataset [3] [6] for the input images to the
network as the folder structure is easy to work with and the

Figure 1. Sample images from the dataset in [3]. The image to
the left is a sample benign ultrasound image and to the right is a
sample malignant ultrasound image.

Figure 2. Sample corresponding ground-truth images showing the
marked out locations of any tumour in the ultrasound images taken
from [3] dataset.

images are of a high quality. The data is set out into 3 fold-
ers: benign, malignant and normal each consisting of high
quality ultrasound images in the PNG format, 210 benign,
210 malignant and 130 normal. Sample ultrasound images
taken from the [3] dataset are as shown in Figure 1. Each
non-normal image also had an accompanying positional im-
age which shows exactly where the tumour is, if we wanted
to train our network to not only detect but to show where the
tumour is, as shown in Figure 2. For this preliminary work,
we removed the positional images as we deemed them not
necessary. We also use ultrasound images provided to us
by radiologists specifically for this work (York Ultrasound
Images) for testing. The aim is to test the robustness of the
system in recognising ultrasound images in a format and a
dataset that it hasn’t seen before. After we have collected
our ultrasound images, we pre-process them so that our net-
work has the best chance of correctly identifying the hid-
den patterns between them. To do this, we will have to
employ a range of techniques such as data augmentation,
removal of unnecessary background information and group-
ing, amongst others.

3.2. Machine learning techniques

After the pre-processing, we build the machine learning
model. The best approach to building this model, is to use a
convolutional neural network (as we are working with im-
ages) in either the ResNet-18 [10], or VGG-16 [22] struc-
ture, as they have proven to be accurate when dealing with
image-based problems. We also use data augmentation and
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dropout to make sure that the model doesn’t over-fit the data
and also make sure that for each epoch, the dataset is shuf-
fled so that the model doesn’t just learn which image will
come next. Once the model is trained, we compare it against
common baselines or to an accuracy threshold set, in this
work, 75%. To see how we can improve; we employ trial
and error to our methods so that we choose the correct im-
plementation for this use case, for instance, by changing the
activation or optimisation functions, or changing the num-
ber of nodes and layers.

3.3. Cleaning the dataset

We have chosen to use the NYU dataset [6] supplemented
by the York Ultrasound Images. In order to use the images
from the radiologists (York Ultrasound Images), we remove
any personal information from the images using a very sim-
ple Keras application which learns where the text is in the
image and removes it. We also remove any images with
manually marked-out or segmented tumour areas by the ra-
diologist, to avoid the introduction of any biases. Once we
have the dataset, we will split it into two groups: training
and testing. We take around 10 images from each class for
the York Ultrasound Data and add them to their correspond-
ing testing class from the NYU dataset, for example, we
move a benign image to the benign testing folder. We first
tested the small datasets on three different VGG structure
(VGG-12, VGG-16 and VGG-19) and test how accurately
each model predicts the outcome correctly.

We train each model 3 times and take accuracy mea-
surements each time to get an average accuracy for that
model. If the accuracy of the model is deemed unsuitable,
we switch to InceptionNet to compare the results. By way
of testing we have automated the process with a script that
takes the model generated and will run it against all of the
test input. If the output of the model for a specific input
image matches the class folder, then 1 will be added to the
’score’ and after we have completed every test image, we
divide the ’score’ by the total number of images seen, to get
the final accuracy. This is a good approach because this is
the model being tested on unseen data and will simulate a
real world application. We use trial and error to create at
least 5 models with varying node and layer counts to find
the best fit for this problem.

3.4. Implementation

We split the data into 3 sets: training, validation and testing
(the validation set was determined programatically in Ten-
sorFlow). For training, we have 202 in the benign set, with
7 from our York Ultrasound Images (YUI) dataset, 202 ma-
lignant, with 7 from our YUI dataset and 125 normal with
none from the YUI dataset. The validation set was created
as a 0.1 split of the training data with the seed 123 so that for
each test, the data would be split the same. For testing, we

have 17 in the benign set, with 2 from our YUI dataset, 17
malignant, with 2 from our YUI dataset and 8 normal with
0 from our YUI dataset. The idea for the test set is that,
the data is from the same set (all from the NYU dataset and
our YUI dataset) but the machine will not see them in the
learning process and so we label them as unseen data.

3.5. Preliminary Results

To test our hypothesis that with transfer learning we can
train a deep learning model with minimal medical images to
reach an acceptable level of classifying an ultrasound image
as malignant or benign, we have tested four different mod-
els with the same dataset by first training the models from
scratch and then using transfer learning. The four models
are three different VGG architectures (VGG-12, VGG-16
and VGG-19) and ResNet50. We found that on the aver-
age the accuracy increased when the model is pre-trained
and even with the de novo models, most of the misclassi-
fied images are benign ultrasound images misclassified as
malignant. Any false positive in cancer diagnosis and for
that matter breast cancer is unacceptable and should be min-
imised.

False positives in breast cancer screening using ultra-
sound can be confusing to the patient involved as well as the
healthcare system. Patients can end up with serious anxiety,
depression constant stress and just feel crappy in general,
even after finding out it was a mistake. And their families
go through a lot of worry too, which can take a toll on re-
lationships. Some people stay scared about their health for
a long time after, making them not want to do tests in the
future or not loose truth. There is also the financial side;
false positives usually mean doing more tests like biopsies,
MRIs, and follow-up appointments to confirm. All those
extra procedures cost money that didn’t need to be spent.
Basically, falsely diagnosing cancer causes bad emotional
and financial consequences. It shows why its so important
to make sure scan results are accurate.

In all cases from our preliminary experiments, none of
the normal images are being misclassified as either benign
or malignant, which is inline with our expectation that the
model should be capable of identifying individuals with
some sort of tumour for further medical examination by
way of preventing cancerous tumours developing any fur-
ther and unknowingly to the patient. As shown in Table 1,
the pre-trained ResNet50 obtained the highest accuracy of
77.77%.

The experimental data collected in Table 1 were col-
lected using a single NVIDIA A40 GPU using 50 epochs for
each test and no early stopping. These are the steps taken to
arrive at the values in table 1:
• 1. Load the model into the script
• 2. For each image in the test set, load the image and the

label into numpy arrays
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Model VGG-12 VGG-16 VGG-19 ResNet50
De-Novo 56.80% 57.93% 62.69% 64.37%

PreTrained 60.25% 62.69% 73.80% 77.77%

Table 1. The accuracy in percentages of the three models tested
when trained from scratch and when trained with pre-trained pa-
rameters.

• 3. Run the image through the model
• 4. If the output is correct, add one to the score
• 5. Finally, divide the score by the total to receive the ac-

curacy.
For each network in Table 1, we ran the training algo-

rithm three times and tested the accuracy. The accuracy re-
ported is hence the average of three test runs for each model.

4. Conclusion
There is an estimated 44% reduction in mortality rate
amongst women exposed to breast cancer screening; an es-
timate based on women who can easily access health facili-
ties, and in most cases the cause of death is easily identified.
Unfortunately, a large percentage of women do not have ac-
cess to medical facilities and may die from an undetected
or undiagnosed form of cancer. This work is the first step
in using deep learning with minimal or limited medical data
(images) to supplement the unavailable medical facilities in
various part of the world to minimise some of the avoid-
able deaths related to cancer. We have demonstrated in this
work that with hundreds of images, coupled with transfer
learning, we are able to train a deep earning model to have
an accuracy of approximately 78%. Our overall aim is to
increase the training data with the aim of improving on the
accuracy of the models and yet fit the entire model on a mo-
bile device to aid quick and early tumour detection.
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