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Abstract

Medical visual question answering (Med-VQA) aims to
automate the prediction of correct answers for medical im-
ages and questions, thereby assisting physicians in reduc-
ing repetitive tasks and alleviating their workload. Existing
approaches primarily focus on pre-training models using
additional and comprehensive datasets, followed by fine-
tuning to enhance performance in downstream tasks. How-
ever, there is also significant value in exploring existing
models to extract clinically relevant information. In this pa-
per, we propose the Latent Prompt Assist model (LaPA) for
medical visual question answering. Firstly, we design a la-
tent prompt generation module to generate the latent prompt
with the constraint of the target answer. Subsequently,
we propose a multi-modal fusion block with latent prompt
fusion module that utilizes the latent prompt to extract
clinical-relevant information from uni-modal and multi-
modal features. Additionally, we introduce a prior knowl-
edge fusion module to integrate the relationship between
diseases and organs with the clinical-relevant information.
Finally, we combine the final integrated information with
image-language cross-modal information to predict the fi-
nal answers. Experimental results on three publicly avail-
able Med-VQA datasets demonstrate that LaPA outper-
forms the state-of-the-art model ARL, achieving improve-
ments of 1.83%, 0.63%, and 1.80% on VQA-RAD, SLAKE,
and VQA-2019, respectively. The code is publicly available
at https : //github.com/GaryGuTC/LaPA model.

1. Introduction
Medical visual question answering (Med-VQA) plays a

critical role in disease detection and diagnosis. In clinical
practice, the review of numerous medical images and their

corresponding questions by physicians is both costly and
error-prone [16]. To address this challenge, there has been
a growing interest in the development of automatic Med-
VQA techniques [2, 6, 10, 21, 24, 33]. While deep learn-
ing models have achieved remarkable success in predict-
ing accurate answers in standard visual-question answer-
ing (VQA) tasks by given images and questions [11, 32],
Med-VQA poses unique challenges [2]. The size of Med-
VQA datasets is relatively small, and medical images are
complex and challenging due to the small region of in-
terest related to the disease that physicians need to focus
on [8, 29]. Consequently, extracting clinically relevant in-
formation from medical images becomes a difficult task for
the model [28].

Numerous Med-VQA methods [2, 10, 21, 33] have been
proposed to address the aforementioned challenges and
have demonstrated impressive performance. For instance,
methods such as MEVF model [24], MMQ model [4], and
CPCR [19] have proposed pretraining the model using ex-
ternal complementary datasets to enhance the model’s ana-
lytical capabilities, followed by fine-tuning for downstream
tasks. Similarly, M2I2 model [15] and m3ae model [2]
have utilized self-supervised learning to enable the model
to autonomously learn clinical features from both image
and language modalities. Notably, despite their remark-
able achievements, none of these approaches consider the
latent prompt. However, the latent prompt is a crucial as-
pect that warrants research attention due to its enhanced
flexibility in information extraction, as evidenced by its
widespread utilization in the field of natural language pro-
cessing [9, 26, 35].

This study presents the LaPA (Latent Prompt Assist)
model for medical visual question answering (Med-VQA),
as illustrated in Fig. 1. The LaPA model incorporates the la-
tent prompt to filter different modal information and extract
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Figure 1. The overall structure of our proposed LaPA model. The input feature is denoted by a block with rounded corners, while the
square-angled structure represents a module. The language and image pipelines are represented by green and blue modules, respectively.
The final tokens in blue, green, and red correspond to the cross-modal image, language, and integrated information, respectively. For
optimal viewing, it is recommended to zoom in for detailed examination.

clinic-relevant information, aiding in the prediction of the
final answer. Firstly, we introduce the latent prompt gener-
ation module, which generates the latent prompt. The latent
prompt interacts with the total answer tokens and is con-
strained by the target answer tokens to focus on the relevant
tokens associated with the target answer. Subsequently, the
latent prompt is fed into the multi-modal fusion block to
fuse with uni- and multi-modal information, enabling the
filtering of different modal information and extraction of
clinic-relevant details. Additionally, the latent prompt inter-
acts with the prior knowledge derived from the relationship
between organs and diseases, obtained from a knowledge
graph [18], resulting in the generation of the final interacted
information to further assist in the prediction of the final
answer. Lastly, the latent prompt combines with the image-
language cross-modal information to produce the final an-
swer.

The main contributions of our work can be summarized
as follows:

• We propose the latent prompt generation model that
generates a latent prompt and utilize a multi-modal fu-
sion block to filter different modal information and ex-
tract clinic-relevant information.

• We leverage prior knowledge regarding the relation-
ship between organs and diseases by employing a
graph neural network to interact with the latent prompt,
ultimately assisting in answer prediction.

• Our proposed LaPA model demonstrates its effective-
ness by achieving exceptional performance on VQA-
RAD [12], SLAKE [18], and VQA-2019 [1] datasets.

2. Related Works

Prompt Learning. Prompt learning is a research focus
aimed at leveraging prompts to enhance various aspects
of a model’s performance, such as efficiency, flexibility,
and knowledge transfer [9, 37, 38]. Recent studies [26, 27]
have explored the utilization of prompts to extract rele-
vant information from pre-trained models for downstream
tasks, yielding promising results. Notably, the ChatExtract
method proposed by [27] employs engineered prompts to
aid in sentence differentiation and data extraction, thereby
improving answer accuracy. In contrast, [35] focuses on
using latent prompts, encompassing controlled and uncon-
trolled signals, to extract valuable and highly relevant in-
formation, thereby enhancing text summarization quality.
Building upon these studies, we introduce the concept of
latent prompts to the domain of Med-VQA.

Medical Visual Question Answering. The field of au-
tomatic prediction of answers for medical visual ques-
tions based on medical images has been extensively stud-
ied, yielding numerous notable works [10, 21, 24, 33]. No-
tably, some approaches have been proposed to train models
based on external knowledge, such as MEVF model [24]
and MMQ model [4]. These methods initialize the weights
of specific modules (e.g., visual encoder or decoders) us-
ing pre-trained large language models (LLMs) and subse-
quently fine-tune the overall frameworks for downstream
Med-VQA tasks. Q2ATransformer [21] introduces a novel
approach that combines the advantages of both classifica-
tion and generation techniques, achieving a unified treat-
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Figure 2. The structure of the main modules in LaPA is illustrated as follows: (a), (b), and (c) represent the latent prompt generation
module (Sec. 3.1), the latent prompt fusion module (Sec. 3.2), and the prior knowledge fusion module (Sec. 3.3), respectively. For optimal
visualization, it is recommended to zoom in for detailed examination.

ment for closed-end and open-end questions. By employing
learnable candidate answer embeddings, Q2ATransformer
queries the presence of each answer class for a given image-
question pair. Additionally, MeDVInt [34] and LLaVA-
Med [13] are generative models for Med-VQA understand-
ing that align visual information from a pre-trained vision
encoder with a large language model (LLM) or large vision
language model such as ChatGPT and LLaVA. In contrast
to these existing works, our proposed approach utilizes la-
tent prompts to filter uni- and multi-modal information and
extract clinic-relevant information, thereby enhancing the
final answer prediction process.

3. LaPA Model
The architectural overview of our proposed LaPA (La-

tent Prompt Assist) model for medical visual question an-
swering is presented in Fig. 1. The model comprises
three key components: the latent prompt generation mod-
ule (Sec. 3.1), the multi-modal fusion block (Sec. 3.2), and
the prior knowledge fusion module (Sec. 3.3). Further in-
sights into the training process can be found in Sec. 3.4.

3.1. Latent Prompt Generation Module

We first propose a latent prompt generation mod-
ule (Fig. 2 (a)) to generate the learnable latent prompt,
which is initialized using the normal distribution. To im-
prove training efficiency and performance, we interact the
generated latent prompt with total answer tokens. Under
the constraint of answer tokens, the latent prompt can fo-

cus on the tokens associated with the answer. To this end,
we treat all the answer tokens in the downstream datasets
as prior knowledge, embedding them as features XTA using
RoBERTa [20]. Subsequently, the total answer tokens un-
dergo self-attention followed by a projection layer to obtain
the total token features FTA as follows:

FTA = Proj(SA(XTA)), (1)

where SA(·) and Proj(·) represent self-attention mecha-
nism and projection layer respectively. After that, we em-
ploy cross-attention to integrate the total answer tokens with
the latent prompt:

X̂LP = CA(XLP,FTA,FTA), (2)

where CA(·) represents the cross-attention mechanism [30]
with the query, key and value as input. To focus on answers-
related tokens, we introduce a consistent loss LCS to con-
strain the latent prompt with the target answer, thereby
bringing it closer to the target answer in the semantic space.
The process is defined as:

LCS(X̂LP,XA) = 1− X̂⊤
LPXA

||X̂LP|| ||XA||
, (3)

where XA is the token embeddings of the target answer.

3.2. Multi-modal Fusion Block

To make the latent prompt fully extract clinic-relevant
information from uni-modal and multi-modal information,
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we introduce a multi-modal feature fusion block. As
shown in Fig. 1, the image features and language fea-
tures are extracted by the Swin Transformer [22] and the
RoBERTa [20], and the uni-modal features FI and FL can
be obtained through self-attention as follows:

FI = SA(EI(XI)), (4)

FL = SA(EL(XL)). (5)

After that, the image and language features are fused
through the cross-attention to get the multi-modal features
FMM:

FMM = [Proj(CA(FI,FL,FL)); Proj(CA(FL,FI,FI))],
(6)

where Proj(·) represents the projection layer.
After getting the uni-modal and multi-modal features FI,

FL, and FMM, we design the latent prompt fission mod-
ule (Fig. 2 (b)) to make the latent prompt to integrate clinic-
relevant information through cross-attention:

XII = CA(X̂LP,FI,FI), (7)

X̌II = CA(XII,FL,FL), (8)

X̃II = CA(X̌II,FMM,FMM), (9)

where CA(·) is the cross-attention mechanism. The XII

represents the integrated information obtained by combin-
ing latent prompts with image features. Similarly, the X̌II

and the X̃II denote the integrated information resulting from
the fusion of language features and multi-modal features,
respectively. The fusion process follows a sequential order,
where language features are integrated first, followed by im-
ages, and finally multi-modal features. We have conducted
experiments to explore various approaches for information
fusion and extraction, and the current form yields the most
optimal results.

In the multi-modal fusion module, the latent prompt is
utilized to integrate with language features to extract clini-
cally relevant information within the textual semantic space.
Subsequently, it is combined with image features to extract
clinically relevant information within the image semantic
space. Finally, the integrated information undergoes fusion
with the combined language-image cross-modal features to
filter out diverse modal information and consolidate the uni-
modal features of both language and image, along with their
multi-modal combination features, resulting in the genera-
tion of the final clinically relevant information.

3.3. Prior Knowledge Fusion Module

Following the previous works [31, 36], we incorporate a
prior knowledge graph [18] that captures the relationships
between organs and diseases to enhance the accuracy of an-
swer prediction in Med-VQA. We employ a graph neural
network (GNN(·)) to analyze the organ-disease relation-
ships and improve the performance of answer prediction.
Additionally, we propose a prior knowledge fusion module
that integrates the prior knowledge with the integrated in-
formation to facilitate the final answer prediction.

As depicted in Fig. 2 (c), the adjacent matrix Xadj is de-
rived from the aforementioned prior knowledge [18], repre-
senting the relationship between organs and diseases using
binary values (0 and 1). The organ-disease feature FOD

is tokenized and embedded using RoBERTa [20]. Subse-
quently, it is fed into the GNN module to extract valuable in-
formation regarding the organ-disease relationships denoted
as FG, which can be summarized as follows:

FG = GNN(FOD,Xadj). (10)

Then, the extracted information is combined with the pre-
vious integrated information x̃LP to get the final integrated
information (X̂II), and the process is indicated below:

X̂II = [X̃II; Proj(CA(FG,XLP,XLP))], (11)

where CA(·) is the cross attention mechanism and Proj(·)
is the projection layer. Finally, the interacted relationship-
based features will concatenate ([; ]) with latent prompt as
the final integrated information to assist the final answer
predicted for Med-VQA.

3.4. Training Details

After the processes mentioned above, we add the cross-
modal information FFI and FFL of the cross-modal atten-
tion in the last multi-modal fusion block with the final inte-
grated information X̂II to predict the answer:

XF = αX̂II + θFFI + βFFL, (12)

where α, θ, and β are weight to balance different types of
information. This final total loss (LT) is shown below:

LT = LBCE(XF,FT) + ηLCS, (13)

where the LBCE is the binary cross-entropy loss [7] and
LCS is the consistent loss used to minimize the semantic
distance between the latent prompt and the target answer. η
is a loss weight to adjust the influence of different losses.

4. Experiments and Results
4.1. Implementation Details

For our model, we adopted the Swin-Transformer [22]
as the image extractor model, RoBERTa [20] as the lan-
guage extractor model, the graph attention network [31]
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Method Venue VQA-RAD SLAKE VQA-2019
Open Closed Overall Open Closed Overall Overall

BAN [11] NeurIPS18 37.40 72.10 58.30 74.60 79.10 76.30 -
CPRD-BAN [17] MICCAI21 52.50 77.90 67.80 79.50 83.40 80.10 -
MMBERT [10] ISBI21 63.10 77.90 72.00 - - - 67.20

M3AE∗† [2] MICCAI22 64.80 82.72 75.61 79.22 85.10 81.53 78.40
M2I2 [15] ISBI22 61.80 81.60 73.70 74.70 91.10 81.20 -
ARL∗ [3] MM22 65.10 85.96 77.55 79.70 89.30 84.10 79.80

PubMedCLIP [5] EACL23 60.10 80.00 72.10 78.40 82.50 80.10 -
CPCR [19] TMI23 60.50 80.40 72.50 80.50 84.10 81.90 -

LaPA Ours 68.72 86.40 79.38 82.17 88.70 84.73 81.60

Table 1. The results of the LaPA model and other tested models in VAR-RAD, SLAKE and VQA-2019. ∗ indicates that we tested the
results ourselves, which may differ from those reported in the models’ original papers. † denotes the baseline model. The results for other
models were obtained from their original papers. The highest-performing result in each category is highlighted in bold for clarity.

# Method VQA-RAD SLAKE VQA-2019
Open Closed Overall Open Closed Overall Overall

1 BL. 64.80 82.72 75.61 79.22 85.10 81.53 78.40
2 +GM.w/o cs & LF. 68.16 84.93 78.27 80.93 87.74 83.60 80.80
3 +GM. & LF. 69.27 85.29 78.94 81.24 87.50 83.70 81.30
4 +GM. & LF.+PF. 68.72 86.40 79.38 82.17 88.70 84.73 81.60
- ∆ ↑ 3.92 ↑ 3.68 ↑ 3.77 ↑ 2.95 ↑ 3.60 ↑ 3.20 ↑ 3.20

Table 2. The ablation study for the LaPA model was conducted on the VQA-RAD, SLAKE, and VQA-2019 datasets to ascertain the
contribution of individual components to the overall performance. In this context, GM., LF., and PF. represent the latent prompt generation
module, latent prompt fusion module, and prior knowledge fusion module, respectively. The term w/o cs denotes the exclusion of the
consistency method from the model configuration. The final row delineates the performance enhancement achieved by the LaPA model
relative to the established baseline model.

with eight heads as the GNN model, and utilized six multi-
modal fusion blocks. Training was conducted on a single
NVIDIA GeForce RTX3090 GPU with 24GB memory, em-
ploying half-precision training. Following the approach in
M3AE [2], we utilized the AdamW optimizer [23] with
a learning rate of 5e-6 for optimization. The input im-
ages were resized to 384 × 384, and the feature dimension
was set to 768. Furthermore, we utilized the pre-training
weights from the M3AE model, which were pre-trained on
the ROCO [25] and MedICaT [28] datasets. For evaluation
purposes, we report the matching accuracy for both closed-
set and open-set questions. The overall metrics are calcu-
lated by combining the results from open-set and closed-set
questions using coefficients, as outlined in M3AE [2].

4.2. Datasets

In order to comprehensively evaluate the effectiveness of
our proposed method, we conducted experiments on three
widely-used Med-VQA benchmarks: VQA-RAD [12],
SLAKE [18], and VQA-2019 [1]. The dataset splits pro-
vided by existing works, such as M3AE [2], were used in
our experiments. The questions in VQA-RAD and SLAKE

are categorized into two types: open-ended (free-form) and
closed-ended (YES/NO) forms. VQA-RAD dataset con-
sists of 315 radiology images with 3064 question-answer
pairs, and a subset of 451 pairs was used for testing pur-
poses. SLAKE dataset is composed of 642 radiology im-
ages, with 14028 question-answer (QA) pairs. The dataset
was divided into a ratio of 70:15:15 for training, validation,
and testing, respectively. It it worth noting that we only
evaluated the English subset of SLAKE. VQA-2019 dataset
comprises 3200 medical images, with 12792 QA pairs for
training, 500 images with 2000 QA pairs for validation, and
500 images with 500 QA pairs for testing.

4.3. Comparison Experiments

Our proposed LaPA model was benchmarked against
eight contemporary state-of-the-art (SOTA) Med-VQA
methodologies: BAN [11], CPRD [17], MMBERT [10],
M3AE [2], M2I2 [15], ARL [3], PubMedCLIP [5] and
CPCR [19]. As delineated in Tab. 1, LaPA consistently
surpassed the aforementioned models on all three datasets
in the majority of evaluative metrics. Notably, for the
VQA-RAD dataset, our model demonstrated a consider-
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(a) VQA-RAD (b) SLAKE (c) VQA-2019

Figure 3. Ablation on the θ and β.

Interact Order VQA-RAD SLAKE VQA-2019
Open Closed Overall Open Closed Overall Overall

I.⇒L.⇒MM. 55.31 84.56 72.95 81.40 87.74 83.88 78.93
L.⇒I.⇒MM. 68.72 86.40 79.38 82.17 88.70 84.73 81.60

Table 3. The results of the change in the fusion direction by latent prompt in the latent prompt fusion module. The I., L., and MM. are the
abbreviations of image, language, and multi-modal.

Latent Prompt size 4 8 16 32 64 128 256
VQA-RAD 77.16 78.27 78.49 79.38 76.94 76.49 75.61

SLAKE 84.17 84.35 83.88 84.73 84.26 84.26 84.45
VQA-2019 80.00 80.53 79.47 81.60 79.47 78.93 80.00

Table 4. Ablation on the latent prompt size.

able enhancement in performance across all question types,
achieving an overall accuracy of 79.38%, an improvement
of 1.83 percentage points over the second-best model. In
the SLAKE dataset, LaPA achieved an overall accuracy
of 84.73%, outperforming the runner-up by approximately
0.63 percentage points. For VQA-2019, our model regis-
tered a significant overall accuracy of 81.6%, which rep-
resents a 1.8 percentage point augmentation compared to
the second-best performing model. The M2I2 model ex-
hibited proficiency in answering closed-ended questions but
showed limitations with open-ended question types, poten-
tially attributable to disparities in pre-training datasets. The
Q2ATransformer [21] and MUMC [14] models were pre-
cluded from our comparison due to the unavailability of
their source code, checkpoints, and pre-training datasets,
which hindered reproducibility of their results. Moreover,
the MeDVInT [34] and LLaVA-Med [13] models possess
a parameter count exceeding 7 billion, nearly 17 times that
of our LaPA model (0.405B). Despite some superior results
from these models, we posit that the comparison would not
be equitable due to the vast difference in model size and

complexity. Consequently, these models were also excluded
from our comparative analysis.

4.4. Ablation Study

In this section, we present an ablation study designed
to evaluate the impact of each module within our proposed
methodology. The results are summarized in Tab. 2, encom-
passing three benchmark datasets. We utilize the following
abbreviations: BL. for baseline, GM. for the latent prompt
generation module (detailed in Section 3.1), LF. for the la-
tent prompt fusion module (described in Section 3.2), and
PF. for the prior knowledge fusion module (elucidated in
Section 3.3). The notation w/o cs specifies configurations
that omit the consistency method, which allows for the as-
sessment of its effectiveness. The concluding line quantifies
the enhancement our LaPA model offers over the baseline.

Due to the indirect interaction of the latent prompt gen-
eration module with image and language modalities, we in-
vestigate its influence by conducting an ablation study in
conjunction with the GM. and LF. modules. The compar-
ison between conditions #1 and #2 in Tab. 2 demonstrates
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η 0.01 0.05 0.1 0.5 1
VQA-RAD 71.84 72.28 79.38 72.28 72.95

SLAKE 83.69 83.60 84.73 83.22 83.60
VQA-2019 80.27 78.40 81.60 78.40 80.80

Table 5. Ablation on the η.

that the integration of the latent prompt markedly enhances
the model’s capability in addressing Med-VQA tasks. Fur-
ther, we examine the efficacy of the consistency method; the
comparative improvement of condition #3 over #2 under-
scores its utility. The incorporation of the prior knowledge
fusion module further augments model performance (Com-
parison #4 and #3). Ultimately, the amalgamation of all en-
hancements into the baseline model culminates in a substan-
tial performance leap, as evidenced in condition #5. The ag-
gregate improvement across all three benchmarks is nearly
3% relative to the baseline, as detailed in the concluding
line of our ablation analysis.

Ablation on the θ and β. The hyperparameters θ and β
are pivotal in modulating the interaction of cross-modal in-
formation, subsequently influencing the accuracy of the fi-
nal predictive responses. Fig. 3 employs a triad of heatmaps
to elucidate the effects of various θ and β coefficients on the
fusion of cross-modal image and language features within
three benchmark datasets. With the coefficient for the la-
tent prompt (α) held constant at 1 and the latent prompt
size fixed at 32, we systematically vary θ and β from 0.01,
through 0.1, to 1 to assess their impact on model perfor-
mance. The visual representation in Fig. 3 indicates that the
combination of β = 0.1 and θ = 0.1 is optimal across all
three evaluated datasets.

Ablation on the interaction order. The sequence of in-
teractions within the latent prompt fusion module exerts a
direct influence on the efficacy of information extraction via
the latent prompts. Tab. 3 delineates the impact of various
fusion sequences on the accuracy of the resultant outputs.
It is observed that the optimal fusion sequence commences
with language, subsequently incorporates image modality,
and concludes with a multi-modal fusion, thereby yielding
the most favorable outcomes.

Ablation on the latent prompt size. The size of the latent
prompt critically determines the parameter count within the
latent prompt framework. Tab. 4 presents an analysis of how
varying the latent prompt size from 4 to 256 influences per-
formance across the three benchmark datasets. Initially, an
increase in latent prompt size correlates with enhanced per-
formance across benchmarks. However, a decline in model
accuracy is observed when the latent prompt exceeds a size
of 32. The optimal performance, as evidenced by accuracy

metrics, is achieved with a latent prompt size of 32 across all
evaluated datasets. We hypothesize that excessively large
latent prompt dimensions may introduce superfluous and
potentially disruptive noise into the information extraction
process, thereby detrimentally impacting the precision of
the final answer prediction in the Med-VQA context.

Ablation on the η. The hyperparameter η exerts a direct
influence on the weighting of the consistency loss within
the aggregate loss function. Tab. 5 illustrates the impact of
varying η from 0.01 to 1 on the overall performance across
three benchmark datasets. The empirical results indicate
that setting η to 0.01 yields the most favorable outcomes on
all three benchmarks.

4.5. Qualitative Analysis

To further elucidate the efficacy of our Latent Prompt
Assist (LaPA) model, a qualitative analysis was conducted
on six Medical visual question answering (Med-VQA) in-
stances, specifically three from the VQA-RAD dataset
(cases a, b, c) and three from the SLAKE dataset (cases d, e,
f), as depicted in Fig. 4. Examination of cases a, b, c, d, and
f reveals that the incorporation of latent prompts facilitates
the model in accurately responding to both closed-ended
and open-ended queries across the two benchmarks. How-
ever, in case e, the model’s integration of solely the latent
prompt proved insufficient for distinguishing between two
highly similar responses. The addition of the prior Knowl-
edge fusion module (PF.) was instrumental in rectifying the
model’s response. These six cases collectively demonstrate
that our proposed enhancements substantively bolster the
model’s performance in resolving both closed-ended and
open-ended VQA challenges.

5. Conclusion
This study introduces a novel Latent Prompt As-

sist (LaPA) model designed to enhance the accuracy of re-
sponses in the domain of medical visual question answer-
ing (Med-VQA). It employs the latent prompt to filter dif-
ferent modal information and extract clinic-relevant infor-
mation to assist in predicting the final answer. Our inno-
vative framework entails a latent prompt generation mod-
ule that synthesizes latent prompts under the constraint of
target answer tokens. These prompts are then integrated
with both uni-modal and multi-modal information streams
to isolate clinical insights. Further, the model incorporates
prior knowledge encapsulated in a knowledge graph, de-
tailing disease-organ relationships, to interact with the la-
tent prompt and refine the final answer prediction. Empiri-
cal validation of our approach across three well-established
benchmarks demonstrates its superiority in generating ac-
curate answers within the Med-VQA context. Looking for-
ward, we aim to deploy the latent prompt mechanism within
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Question: Has the midline of the 
mediastinum shifted?
Baseline : yes
+ GM. & LF. : no
+ GM. & LF. + PF. : no

Question: Does this look like a 
healthy liver?

Question: What structures are involved?

Baseline : no
+ GM. & LF. : yes
+ GM. & LF. + PF. : yes

Baseline : brain
+ GM. & LF. : caudate putemen left parietal
+ GM. & LF. + PF. : caudate putemen left parietal

Question: Which part of the body does this 
image belong to?
Baseline : abdomen
+ GM. & LF. : chest
+ GM. & LF. + PF. : chest

Question: Where is/are the 
abnormality located?
Baseline : left lung right
+ GM. & LF. : left lung right
+ GM. & LF. + PF. : right lung right

Question: Is the brain healthy?
Baseline : no
+ GM. & LF. : yes
+ GM. & LF. + PF. : yes

(a) (b) (c)

(d) (e) (f)

Figure 4. Six examples of the LaPA model that use different modules to do the ablation study. Instances a, b, and c are extracted from
the VQA-RAD dataset, whereas instances d, e, and f originate from the SLAKE dataset. Within the provided illustrations, responses are
annotated with green to denote correctness and with red to signify erroneous predictions by the model. The GM., LF., and PF. are the
abbreviations of the latent prompt generation module, latent prompt fusion module, and prior knowledge fusion module.

a large-scale, highly-parameterized model to fully explore
the potential of latent prompts in complex inference tasks.
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