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Abstract

The complexity of digital pathology image analysis
arises from histopathological slide variability, including
tissue specimen differences and stain variations. While
publicly available datasets primarily focus on hematoxylin
and eosin (H&E) staining, pathologists often require anal-
ysis across multiple stains for comprehensive diagnosis.
Deep learning pipelines’ implementation in clinical settings
is hindered by poor cross-stain generalization, necessitat-
ing exhaustive annotations for each stain, which are time-
consuming to obtain. In this work, we address these chal-
lenges by focusing on breast cancer analysis across four
crucial stains: ER, PR, HER2, and Ki-67. Given the ne-
cessity of cell-level information for diagnosis, we concen-
trate on cell detection tasks with detection transformers.
Leveraging unsupervised domain adaptation techniques, we
bridge the gap between publicly available, annotated H&E
datasets and unlabeled data in other stains. We demon-
strate the superiority of adversarial feature learning over
source-only and image-level generative methods. Our work
contributes to improving digital pathology image analysis
by enabling robust and efficient computer-aided diagnosis
pipelines across multiple stains, thereby improving diagnos-
tic accuracy in practical settings. The code can be found
at https://github.com/oscar97pina/stain-
celldetr.

1. Introduction

Gaining insights into cellular interactions and the distribu-
tion of subpopulations is critical for supporting pathologists
in their diagnostic endeavors. Breast cancer, accounting for

30% of new cases among women, necessitates the analysis
of tumoral morphological traits through hematoxylin and
eosin (H&E), as well as four immunohistochemical (IHC)
stains that are crucial for identifying specific biomarkers as-
sociated with breast cancer subtypes and assessing tumor
aggressiveness: Estrogen Receptor (ER), Progesterone Re-
ceptor (PR), Ki-67, and Human Epidermal Growth Factor
Receptor 2 (HER2).

Traditionally, this information was obtained through
manual cell counting under a microscope. However, with
the digitization of histopathological slides, pathologists now
employ computers to streamline this process. Currently,
given the success of computer vision applications, there is a
significant interest in developing computer-aided automatic
pipelines that can efficiently extract this essential cell-level
information.

The clinical significance of this pursuit has led to a pro-
liferation of datasets tailored for digital pathology image
analysis, complete with meticulous annotations at the cell
level [2, 5, 8]. These datasets typically comprise images
stained with H&E, accompanied by exhaustive annotations
delineating and characterizing nuclei based on their respec-
tive types. Leveraging these expansive annotated datasets
has facilitated the integration of deep learning techniques,
known for their need for substantial labeled data, in the
creation of cutting-edge cell nuclei identification pipelines,
culminating in state-of-the-art performance across numer-
ous benchmarks.

Despite the comprehensive insight H&E staining pro-
vides into cell subtype populations and their morphological
traits, analysis of IHC stains such as ER, PR, Ki-67, and
HER2 becomes imperative for specific diagnoses in breast
cancer. However, the availability of annotated datasets for
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these stains is limited, posing a significant challenge. Man-
ual curation of large and precise datasets for training deep
learning models is time-consuming and arduous, present-
ing a significant obstacle to the development of automated
computer-aided diagnosis pipelines beyond H&E staining.

While the main cost lies in obtaining annotations, acquir-
ing unlabeled images from IHC slides is relatively straight-
forward for medical institutions. Given the giga-scale of
Whole Slide Images (WSIs), hundreds of unlabeled patches
can be extracted from each slide at a magnification that al-
lows for the visualization and identification of cell nuclei.
Therefore, the challenge is how to effectively leverage both
the annotated datasets in H&E for cell-level tasks and the
unlabeled IHC images to transfer the knowledge gained in
H&E to IHC stained images.

In this work, we utilize unsupervised domain adapta-
tion (UDA) techniques to adapt cell detection transformers
(Cell-DETR) [11, 13] from H&E to IHC. Specifically, our
focus is on the four imperative stains for breast cancer di-
agnosis: ER, PR, Ki-67, and HER2. Although cell segmen-
tation [5] is the standard approach for obtaining cell-level
information, it poses significant computational challenges
when processing large histopathological slides, whereas the
actual contour of cell nuclei is often ignored [5]. Recently,
Cell-DETRs [13] have emerged as a promising alterna-
tive, achieving state-of-the-art performance in cell detection
and classification, along with significantly faster inference
times. We adopt adversarial feature alignment via query to-
ken [6], a methodology specifically tailored for UDA with
detection transformers.

Our results demonstrate that the proposed methodologies
outperform both the source-only approach and an image-
level generative model utilizing Cycle-GAN [19]. This
work makes a significant contribution to the development of
computer-aided diagnosis pipelines based on digital pathol-
ogy image analysis beyond H&E. By overcoming the com-
mon scenario of scarce available annotations in digital
pathology and leveraging large amounts of unlabeled data
through unsupervised learning, we pave the way for more
effective and scalable diagnostic solutions.

2. Related Work

2.1. Domain adaptation for object detection

Adversarial learning, initially developed for unsupervised
domain adaptation in image classification tasks [3], has
been extended to object detection models such as Fast-
RCNN [4]. The approach applies adversarial learning at
different levels to exploit the multi-scale nature inherent in
object detection tasks [12]. The goal is to encourage the
learning of domain-invariant features while effectively solv-
ing the task in the annotated source domain.

With the rise of detection transformers (DETR) [1, 20],

recent research has focused on developing adaptation tech-
niques tailored specifically for transformer-based detectors,
as methods designed for convolutional neural networks may
not yield optimal results when applied to transformer ar-
chitectures. To address this, researchers have introduced
domain queries within the attention mechanism, enabling
transformers to adapt effectively to different domains while
maintaining high performance [6, 17]. In addition to ad-
versarial learning, alternative methodologies such as mean
teacher have also been explored for object detection tasks
with transformer architectures [18].

2.2. Unsupervised domain adaptation in digital
pathology

The high variability seen in histopathological slides, stem-
ming from differences between tissue samples and varia-
tions in staining methods, presents a challenge to the ap-
plicability of deep learning methods in the field of digi-
tal pathology. This challenge is compounded by the gen-
eral scarcity of fine-grained available annotations. Conse-
quently, there has been a growing interest in implementing
unsupervised domain adaptation (UDA) techniques for dig-
ital pathology image analysis [7, 14–16].

A common UDA approach involves using image-level
techniques with generative models such as Cycle-GAN.
These models serve a role akin to color deconvolution, aim-
ing to minimize variations between source and target data.
They have proven effective in accounting for differences be-
tween H&E cohorts and in translating images from one stain
to another. The applications of such models are diverse,
spanning from whole slide images (WSI) [14] to cell-level
tasks [16].

3. Materials and Methods
In this section, we detail the data used in our experiments
and describe the methodologies used, namely detection
transformers and adversarial query token for unsupervised
domain adaptation.

3.1. Datasets

The datasets utilized in our experiments comprise a combi-
nation of publicly available and private data. We focus on
domain adaptation from H&E to four distinct IHC stains:
ER, PR, HER2, and Ki-67. Our setup encompasses an an-
notated source dataset in H&E, a collection of unlabeled
WSIs for each stain, and a small set of IHC image patches
containing cell annotations for evaluation purposes.

Source dataset (H&E) The PanNuke dataset [2] com-
prises 7,904 patches, each sized 256 × 256, extracted from
WSIs in The Cancer Genome Atlas (TCGA) dataset, repre-
senting 19 diverse tissue types at a magnification of 40x.
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Figure 1. Unsupervised domain adaptation for cell detection with Cell-DETR [13] and AQT [6]
The model receives input from both H&E (source domain) and IHC (target domain) stained images. Adversarial loss occurs in the

backbone in a token-wise manner, employing a Feed-Forward Network (FFN) independently for each token. Spatial and channel-wise
AQT is applied to the output of the encoder layers, with additional application to the decoder to ensure domain-independent object
queries. Supervised detection is conducted solely on the source image output, as annotations are unavailable for the target images.

This dataset encompasses 189,744 labeled nuclei catego-
rized into five clinically significant classes: neoplastic, in-
flammatory, connective, necrosis, and epithelial.

Target datasets (IHC) The target dataset consists of 159
unannotated IHC-stained WSIs. Regions from the slides
were manually selected to create a comprehensive dataset
of image patches for each stain. Efforts were made to en-
sure heterogeneity within the datasets, encompassing stro-
mal and epithelial regions as well as regions exhibiting pos-
itivity and negativity for the corresponding receptors of the
stains. A summary of the tailored datasets can be found in
Table 2.

Evaluation target datasets (IHC) To assess detection ac-
curacy, an additional small set of image patches for each
stain with cell annotations was utilized. These annotations
include the position of cell nuclei as well as their reaction
to the receptor. The statistics of the available annotated
datasets can be found in Table 1.

In our setup, both target and source datasets are utilized
for training purposes. PanNuke is divided into three folds,
with the first fold used for training, the second for valida-
tion, and the third for hold-out test data. All patches ex-
tracted from the IHC slides are employed for training in un-
supervised domain adaptation. Finally, annotated patches in
IHC are split into validation and test sets.

3.2. Cell Detection with Transformers

Cell segmentation is the standard approach to identify cell
nuclei from digital pathology slides. Although the exact cell

Stain Num. patches Patch size Num. nuclei

H&E 7, 904 256× 256 189, 744

RE 30 1024× 1024 11, 968
RP 38 1024× 1024 14, 631
Ki-67 52 1024× 1024 20, 315
HER2 39 1024× 1024 16, 414

Table 1. Annotated source and target datasets

Stain Num. WSIs Num. Patches Patch size

RE 20 2, 530 1024× 1024
RP 22 5, 392 1024× 1024
Ki-67 21 3, 252 1024× 1024
HER2 30 3, 501 1024× 1024

Table 2. Unannotated target datasets

contour information is usually ignored in downstream appli-
cations, the dense dense prediction format offers a solution
to challenges like the potential overlap between cells and
their small size. This comes at expense of higher compu-
tational demands during both training and inference. How-
ever, recent advancements in Cell Detection Transformers
(Cell-DETR) [13] have demonstrated superior performance
in both cell detection and classification, alongside signif-
icantly reduced inference times compared to conventional
segmentation algorithms.

The Cell-DETR consists of a hierarchical Swin Trans-
former [9] backbone, and a Deformable Transformer

5068



encoder-decoder [1, 20]. For a given input image I ,
the backbone outputs a 4-level feature pyramid {x(l)}l=4

l=1

via shifted window attention (sMHA), layer normalization
(LN), skip connection and feed-forward networks (FFN):

ẑ(l) = S-MHA
[
LN

(
z(l−1)

)]
+ z(l−1),

z(l) = FFN
[
LN

(
ẑ(l)

)]
+ ẑ(l)

(1)

Specifically, the output resolutions of the feature maps
are 1/4, 1/8, 1/16 and 1/32. These output features are
enhanced with a deformable transformer encoder based on
multi-scale deformable attention. The computation is sim-
ilar to a standard transformer encoder [1], but the self-
attention module is replaced with a deformable attention
layer. Multi-scale deformable attention only attends to a
subset of keypoints around a reference point rather than at-
tending to the entire image:

MSDeformAttn
(
zq,pq, {z(l)}l=4

l=1

)
=

M∑
m=1

Wm

[
ĥm

]
,

ĥm =

L∑
l=1

K∑
k=1

Amlqk ·W′
mz(l)(ϕ(l)(pq) + ∆pmlqk)

(2)

where zq and pq are the query vector and position, and
M, L and K are the number of heads, layers in the input to-
kens and sampling point locations, respectively. The atten-
tion scores Amlqk, as well as the attention location offsets
∆pmlqk are obtained via a learnable linear projection. Fi-
nally, the decoder takes as input the output of the encoder as
a memory, and decodes the representations for a set of learn-
able object queries. The architecture follows a transformer
decoder layer, but replaces the cross-attention module with
deformable multi-scale self-attention. The representations
of the object queries, which have a reference point associ-
ated, are updated by attending to a subset of points around
that reference. The output object queries are then utilized to
predict the bounding box and the class of each object in the
image.

Although the target and source image patches have a dif-
ferent size, we adopt the window detection procedure de-
fined in [13] and train with crops of size 256 × 256 while
in-device splitting the image into overlapped windows for
evaluation and inference.

3.3. Adversarial UDA for Cell-DETRs

Adversarial Query Token (AQT) [6] introduces an
attention-based domain discriminator to overcome the lim-
itations of domain adversarial learning for object detection

with DETRs. The module takes as input a learnable adver-
sarial token q, as well as a set of multi-layer content to-
kens {z(i)u } for every layer i = 1...N . Note that there are
multiple content tokens for each layer. The query token is
iteratively updated with multi-head attention:

q(i+1) = Linear
(

MHA
(
q(i), {z(i)u }

))
(3)

Then, a domain discriminator D takes the output queries
as input to predict whether the content tokens were from the
source or the target domains via adversarial learning:

Ladv =

N∑
i=1

−d logD(q(i+1))−(1−d) log(1−D(q(i+1)))

(4)
This mechanism is applied at three different stages, each

with its own query token and domain discriminator: (i)
space-level (qs, Ds), (ii) channel-level (qc, Dc) and (ii)
object-level (qo, Do). The space-level alignment is based
on the output of each deformable encoder layer, so that the
content tokens are directly the tokens output by each en-
coder layer. Given that the deformable attention is local and
sparse, the channel-level stage is included in the encoder for
a global feature alignment. It also takes place at the output
of each encoder layer, but the tokens are constructed as the
channels of the layer’s output. Finally, the object alignment
takes place in the decoder, utilizing the object query repre-
sentations as content tokens. An additional domain discrim-
inator is applied to the output of the backbone, however, it
consists of a FFN-based discriminator applied token-wise,
rather than employing the attention-based aggregation and
the learnable query vector.

Figure 1 shows a diagram of the architecture. The model
is fed with images from both source and target domains.
The supervised loss for cell detection is only applied to the
source images, as no annotations are available for the target
domain, whereas the adversarial learning utilizes the images
and representations from both domains. The supervised de-
tection loss guides the model to learn features that are useful
for cell detection in H&E, whereas the domain adversarial
loss forces those feature to be stain invariant, and conse-
quently also useful for cell detection in other stains.

4. Experiments and results
In this section, we conduct both quantitative and qualitative
evaluations to assess the performance of unsupervised do-
main adaptation for cell detection from H&E to IHC with
Cell-DETR.

4.1. Experiments

The experiments conducted in this work utilize a pre-trained
Cell-DETR model for cell detection on H&E, specifically
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Method H&E ER PR Ki-67 HER2

Pdet Rdet Fdet Pdet Rdet Fdet Pdet Rdet Fdet Pdet Rdet Fdet Pdet Rdet Fdet

Source-only Cell-DETR 0.82 0.87 0.84 0.73 0.34 0.46 0.77 0.33 0.46 0.76 0.29 0.42 0.13 0.06 0.09

Cycle-GAN + Cell-DETR 0.82 0.87 0.84 0.70 0.63 0.66 0.80 0.57 0.66 0.58 0.36 0.45 0.57 0.31 0.40
AQT + Cell-DETR 0.81 0.85 0.83 0.85 0.67 0.75 0.89 0.73 0.80 0.87 0.63 0.73 0.53 0.32 0.40
AQTall + Cell-DETR 0.80 0.85 0.83 0.89 0.73 0.80 0.88 0.74 0.80 0.88 0.64 0.74 0.60 0.31 0.41

Table 3. Performance unsupervised cell detection

on the PanNuke dataset. The original Cell-DETR architec-
ture has been adapted to focus solely on detection, omitting
the classification aspect. Although the PanNuke dataset in-
cludes nuclei classification annotations, aligning the avail-
able labels for IHC (positive vs negative nuclei) with cell
types is not straightforward. Thus, our evaluation primar-
ily centers on assessing detection capabilities. The main
modification in the detection-only model is the assignment
of a single class (i.e., nuclei) to each instance. Therefore,
the models assignns a score to each object queries (i.e.,
the probability of being a cell nuclei), rather than a score
for each nuclei type (neoplastic, inflammatory, connective,
necrosis, and epithelial).

Source-only The first baseline we employ is the source-
only model, which entails performing cell detection on the
various IHC stains using the model trained on H&E. As-
sessing the performance of the source-only model provides
insights into the (dis)similarity between domains and aids in
drawing more accurate conclusions regarding the efficacy of
unsupervised domain adaptation techniques.

Generative image-level UDA In our experiments, we in-
corporate an image-based generative unsupervised domain
adaptation model, specifically utilizing CycleGAN [19]. By
leveraging the unannotated patches extracted from the IHC
WSIs alongside the PanNuke dataset, we train independent
CycleGAN models for each stain. These models facilitate
the generation of corresponding IHC images based on in-
put H&E images and vice versa. The comprehensive ap-
proach involves training the generative CycleGAN and con-
verting evaluation IHC images to H&E. Subsequently, the
Cell-DETR trained on H&E can be fed with these images
to make corresponding predictions.

Adversarial feature-level UDA We combine Cell-DETR
and AQT for feature-level domain adaptation, as outlined
in Section 3. Our approach incorporates space, channel,
and instance feature alignment with the attention-based
query token. Additionally, backbone alignment is per-
formed token-wise with a FFN discriminator. We train the
AQT+Cell-DETR model for each IHC stain with H&E. Fur-

thermore, we train another model by merging all IHC im-
ages, denoted as AQTall+Cell-DETR. By training the model
with all available source and target domains (H&E, ER, PR,
Ki-67, and HER2), we obtain a multi-stain model for cell
detection in histopathological slides.

For a fairer comparison, all models utilize the same Cell-
DETR architecture, which has achieved state-of-the-art per-
formance for cell detection and classification in H&E. As a
result, the downstream performance comparison is decou-
pled from the detection architecture itself and specifically
focuses on evaluating the contribution of the domain adap-
tation techniques.

4.2. Results

The numerical results for cell detection precision (Pdet),
recall (Rdet), and F1-Score (Fdet) across each target IHC
domain and H&E are presented in Table 3. Adversarial fea-
ture alignment demonstrates superior performance across
all target domains. It is important to note that the metrics
for the Cycle-GAN model in the source domain are ex-
tracted using the source-only model and original images,
rather than artificially generated ones. The performances in
H&E for source-only and Cycle-GAN models are slightly
better compared to AQT, as the weights have not been mod-
ified, whereas the adversarial models have undergone train-
ing with the other stains.

Figure 2 shows the ground truth targets and predictions
with the distinct models in the IHC stained image patches.
Among the methods investigated, adversarial feature-level
alignment consistently outperforms both the source-only
and generative image-level domain adaptation approaches
when employing the same detection architecture.

The challenges inherent in utilizing the source-only
model become apparent when considering the differences
between H&E and IHC stained slides, resulting in subop-
timal detection performance. As depicted in Figure 2b,
qualitative analysis of images and model predictions re-
veals that the source-only model tends to prioritize IHC-
positive (brown) nuclei while overlooking negative and
stromal cells, which blend with the background due to sim-
ilar coloration.

Although converting IHC to H&E stain images via
Cycle-GAN may seem intuitive, the heterogeneity between
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(a) ER image (b) ER source (c) ER CGAN (d) ER AQT (e) PR image (f) PR source (g) PR CGAN (h) PR AQT

(i) Ki-67 image (j) Ki-67 source (k) Ki-67 CGAN (l) Ki-67 AQT (m) HER2 image (n) HER2 source (o) HER2 CGAN (p) HER2 AQT

Figure 2. Source-only (source), Cycle-GAN (CGAN) and AQT adapted models’ predictions on ER, PR, Ki-67 and HER2 stained patches.
Blue squares represent the ground-truth nuclei centroids, while red dots indicate the model predictions. The source-only model effectively

detects brown cell nuclei but overlooks negative cells, predicting them as background. Conversely, the AQT-adapted model effectively
detects non-positive cell nuclei in ER, PR, and Ki-67 stains. However, the HER2 results highlight morphological differences between

stains, as HER2 marks membranes rather than nuclei, resulting in poor performance.

H&E and IHC images, as well as across different stains,
poses significant obstacles. The generative model may
generate regions interpreted as cell nuclei and incorrectly
color some original nuclei as background in H&E. Adding
to the complexity, training a Cycle-GAN involves a new
model whose performance will influence the overall accu-
racy, alongside the known challenges of training GANs.
Additionally, as the information that can be extracted from
IHC and H&E is different, the generative model must ap-
proximate or create this information, potentially introduc-
ing inconsistencies and damaging the downstream perfor-
mance.

In contrast, adversarial feature alignment demonstrates
superior performance among the methods investigated,
emerging as the preferred solution for domain adaptation in
cell detection. Despite variations in stains, the morpholog-
ical traits of cell nuclei remain similar, allowing the model
to focus solely on morphological information for cell de-
tection in H&E. This knowledge can then be effectively
transferred to the target domains. As illustrated in Figure
2, compared to the source-only model, the adversarial fea-
ture alignment approach ensures that even negative (blue)
cells are detected, despite their nuclei exhibiting similar col-
oration to the background. Notably, the best performance
across stains is achieved when all target domains are com-
bined. This can be attributed to the increased training data,
albeit unannotated, and the model’s exposure to greater do-
main differences, enhancing its generalization capabilities.

While significant improvements over the source-only
model are observed across all stains, the performance on
the HER2 stain remains poor. This can be attributed to the
differing staining information; while the hematoxylin chan-
nel, ER, PR, and Ki-67 stains highlight cell nuclei, HER2
focuses on cell membranes, resulting in substantial morpho-

logical differences between stains that challenge knowledge
transferability. As shown in Figure 2n and Figure 2p, both
the source-only and AQT models tend to detect the colored
membranes of the cells as nuclei, while disregarding the ac-
tual nuclei, which blend with the background due to similar
coloration. The adversarial feature alignment approach ap-
pears ineffective in addressing these morphological differ-
ences.

4.3. Implementation Details

The models were implemented in PyTorch and trained us-
ing four 16GB GPUs with a batch size of 2, comprising one
source and one target domain image per batch. All Cell-
DETR models were trained for 100 epochs using the Adam
optimizer with a learning rate of 10−4. Hyperparameters for
Cell-DETR [13] and AQT [6] related losses were kept con-
sistent with the original authors’ code, except for the weight
associated with the backbone adversarial loss. We increased
this weight to match the weight of the spatial-level adver-
sarial learning, 10−1, as we observed a higher influence of
backbone feature alignment for the task at hand.

4.4. Interpretability

4.4.1 Stain invariant nuclei representations

Adversarial feature learning enforces representations to be
domain invariant, meaning they are invariant to the stain of
the input images. Figure 3 illustrates the 2D UMAP [10]
embedding of the instance-level representations for the de-
tected nuclei in H&E and RE stains with the adapted (Figure
3a) and the source only models (Figure 3b). Intuitively, the
embedding space of the adapted model lacks information
about the input stain, and clusters cannot be discerned to re-
cover the input domain. This suggests that the method has
effectively aligned the feature spaces. On the contrary, the
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(a) AQT adapted Cell-DETR (b) Source-only Cell-DETR

Figure 3. UMAP of source (black) and target (yellow) domain
object queries.

output space of the source-only model exhibits clear group-
ing based on the input domain, indicating the presence of
domain-specific information.

4.4.2 Where are AQTs attending at?

The domain discrimination of both the backbone and space-
level adversarial token can be visualized in the image. For
the backbone discrimination, which consists of a token-wise
FFN, we construct a heatmap representing the probability
of each token being part of the target domain. As for the
space-level discrimination, adversarial query tokens are em-
ployed, allowing us to visualize the attention maps of the
tokens to distinct regions of the image. These maps provide
a measure of relevance for the target domain prediction.

In practice, we observe that token-wise backbone do-
main discrimination results in nearly uniform prediction
maps. However, we found that adversarial tokens focus on
distinct parts of the image after each encoder layer. Specifi-
cally, the first and second layers tend to focus on wide, com-
plementary parts of the image, whereas subsequent layers
become increasingly tailored to specific image regions.

5. Discussion

The ability of deep learning models to detect cell nuclei
across various histopathological stains is crucial for com-
prehensive cancer diagnosis and treatment planning. How-
ever, the scarcity of annotated data beyond commonly avail-
able stains like H&E poses a significant challenge. Pathol-
ogists rely on multiple IHC stains for cancer subtyping and
prognosis, necessitating models capable of robust perfor-
mance across stains. Manual curation of annotated datasets
for each stain is impractical, hindering the development of
comprehensive computer-aided diagnosis pipelines. Unsu-
pervised domain adaptation (UDA) offers a promising solu-
tion by bridging the gap between abundant H&E data and
scarce labeled data in other stains, enabling the develop-
ment of generalized models for digital pathology analysis.

The findings of this study shed light on the effec-
tiveness of UDA techniques in addressing the challenges
posed by the variability in staining patterns across different

histopathological stains, particularly in the context of cell
detection tasks relevant to breast cancer diagnosis.

The source-only model, while capable of achieving rea-
sonable performance in detecting cell nuclei in H&E stained
images, demonstrates limited generalizability when applied
to immunohistochemistry (IHC) stains. This limitation is
attributed to the significant differences in staining character-
istics between H&E and IHC. The application of adversarial
feature alignment demonstrates notable improvements over
the source-only model. By leveraging domain adversarial
training, the model learns to focus solely on morpholog-
ical features relevant to cell detection, thereby mitigating
the impact of staining variations across different domains.
This is evident in Figure 2d, where the adversarial feature
alignment model successfully detects negative (blue) cells
that were overlooked by the source-only model.

Moreover, the incorporation of all target domains in
the training data further enhances the model’s generaliza-
tion capabilities, as evidenced by the superior performance
achieved when combining ER, PR, HER2, and Ki-67 stains.
This highlights the importance of leveraging diverse unla-
beled data sources in UDA tasks, even in the absence of an-
notated labels, to improve the robustness of deep learning
models across different staining modalities.

Despite these advancements, challenges persist, particu-
larly in stains with markedly different staining characteris-
tics such as HER2. The morphological differences between
stains present significant obstacles for knowledge transfer-
ability, and the limitations of current adversarial feature
alignment approaches in addressing these discrepancies un-
derscore the complexity of adapting models to diverse stain-
ing patterns.

In future work, it will be crucial to address the chal-
lenges observed in adapting the model to the HER2 stain,
where significant morphological differences pose obstacles
to knowledge transferability. Investigating methods specifi-
cally tailored to handle the unique characteristics of HER2
staining could lead to improved performance in this domain.
Additionally, while this work focuses on cell detection, in-
corporating classification tasks, such as identifying positive
and negative nuclei, would further enhance the utility of the
developed pipelines for comprehensive diagnosis. Explor-
ing approaches to integrate classification alongside detec-
tion in a unified framework could be a promising direction
for future research.

In summary, this study demonstrates the potential of un-
supervised domain adaptation techniques, particularly ad-
versarial feature alignment, in improving the generaliz-
ability of deep learning models for cell detection tasks
across diverse histopathological stains. By leveraging un-
labeled data and domain adversarial training, we pave the
way for more robust and efficient computer-aided diagnosis
pipelines in digital pathology, ultimately enhancing diag-
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(a) ER input image (b) Backbone token (c) Space AQT (l = 1) (d) Space AQT (l = 2) (e) Space AQT (l = 4)

Figure 4. Backbone-level domain discrimination and AQT space-level attention maps.
The backbone domain discrimination is applied token-wise, resulting in nearly uniform probability maps. Adversarial query token focuses

on distinct part of the image at each layer.

nostic accuracy and patient outcomes.

6. Conclusions
In this work we have demonstrated the efficacy of unsu-
pervised domain adaptation techniques, particularly adver-
sarial feature alignment, for cell detection across diverse
stains in digital pathology. Focusing on breast cancer and
crucial stains (ER, PR, HER2, and Ki-67), we bridge the
gap between annotated H&E datasets and unlabeled data
in other stains, showcasing the potential of domain adapta-
tion in enhancing cancer diagnosis pipelines. Our findings
underscore the importance of robust deep learning models
capable of generalizing across stains, offering promising av-
enues for improving cancer diagnosis and treatment.
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