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Abstract

Brain functional connectivity (FC) analysis has emerged
as a compelling quest to understand human brain dynam-
ics and clarify disorder-related aberrations. Typically, FC
can be portrayed as a graph of brain components (nodes)
and their functional links (edges) known as the brain net-
work (BN). The brain operates as a modular unit, with dif-
ferent regions forming semantically cohesive submodules
to execute essential neuronal processing. Identifying these
granules can provide insights into the underlying neurobio-
logical mechanisms. Consequently, substantial research ef-
forts have been directed toward clustering the constituents
of brain networks. However, the inherent subject hetero-
geneity in the biological population and the wide spectrum
of brain disease manifestation significantly impede cluster
generalization. Thus, it often delivers a suboptimal solution
and misses insightful nuances of neural systems. Therefore,
we propose a deep neural network (DNN) framework for
a more granular subgrouping of brain networks by simul-
taneously stratifying subjects and feature dimensions. The
Jframework adapts discrete learning of BN edges and jointly
optimizes instance and feature assignment probability dis-
tributions for a novel bicluster retrieval. Extensive exper-
iments on multiple neuroimaging datasets show our model
outperforms state-of-the-art biclustering methods. In ad-
dition, the extracted biclusters render more modular and
semantically meaningful communities in the brain network
highlighting significant neuroscientific relevance.

1. Introduction

Brain network analysis (BNA) has become the fundamental
avenue for understanding the human brain and its enigmatic
facets. The human brain is a modular unit; with distinct
parts forming connected communities to carry out brain
functionalities [10, 52]. and regular cognition [52]. Mod-
ern neuroscience models this neural organization as a graph
known as the brain network [5, 25]. Nodes are defined as
the anatomic regions of interest (ROIs), and edges are the
functional connectivity between those ROIs. The connec-

tion between two ROIs is mechanistically measured through
statistical dependence (correlation) or causal inference [6].
Comprehending the brain’s network architecture—how its
various regions communicate and coordinate—is crucial for
unraveling the mysteries of cognition, behavior, and neuro-
logical disorders [5, 25]. Human brain functions emerge
from the coordinated activity of diverse brain network com-
ponents. Brain disorders influence such systems and are
hypothesized to be delineated from disruptions in brain
connectivity [66]. Studying brain networks and finding
their concerted submodules potentially shed light on un-
derstanding cognitive processes such as memory, attention,
and decision-making [11]. In clinical neuroscience, this
provides insights into brain connectivity alteration due to
neuropsychiatric conditions such as Alzheimer’s disease,
schizophrenia, and depression [32].

Multi-disciplinary methods have been deployed to un-
cover the ensembles of brain network constituents [16, 47,
58, 61]. However, the majority of BNA frameworks dissect
the brain network into a set of nodes and probes to learn the
node-level representations. Then, run a clustering heuris-
tics to implement node (ROISs) clustering [16, 36, 46]. The
widespread graph neural network (GNN) based approaches
also optimize the node representations and generate clusters
of nodes [14, 35, 37, 43, 75] by treating each node as a dis-
crete data point for a canonical clustering setting. Network
neuroscience demonstrates nodes - anatomical regions in
the brain - are often connected to different neural submod-
ules (clusters) via distinct edges [3, 19]. The submodules
are intrinsically associated with different brain functions
and cognitive activities [54]. Hence, clustering nodes ob-
viate their functional diversity and ubiquitousness limiting
the granularity in the subgrouping. So, in this study, we opt
for clustering the edges (functional connections) evidently,
the most volatile parts of the brain network. The edge clus-
tering provides a coarser subgrouping of neural communi-
cation in the brain network. Additionally, a subgroup of
nodes can be inferred from a cluster of edges by disentan-
gling the vertices. That node cluster can be treated as a sub-
module governed by this set of connections. Moreover, this
approach allows a single node cluster representing different
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edge clusters with distinct connectivity profiles providing a
more plausible understanding of brain networks.

Another aspect of clustering-based approaches is they
explore only the feature dimension for co-regulated com-
munities in the brain networks. Inherent subject variabil-
ity in the biological population limits the generalization of
the extracted subgroupings significantly. Also, heterogene-
ity in disease symptoms, progression, and effects instanti-
ate disparate disease subtypes that require discrete attention
to design effective medication [22, 31, 74]. As such, ac-
tive brain network harmony becomes intractable in a whole-
population analysis. Therefore, simultaneous stratification
of the subject and feature dimension through a bicluster-
ing framework is imperative to delve into the smaller sub-
populations for meaningful connectivity patterns. However,
a single end-to-end DNN framework for feature learning
and biclusters modeling is challenging and less explored in
the literature. Existing DNN-based biclustering models are
either not end-to-end - segregated steps for feature learn-
ing and biclustering [63] or dependent on an off-the-shelf
clustering algorithm for the bicluster assignment task [68].
Due to the lack of such an optimization framework, many
useful constraints that field experts are keen to impose for
meaningful biclustering are hard to execute. For instance,
semantic locality constraint is substantial for neuroimag-
ing data since brain activations (captured by neuroimag-
ing technologies e.g., MRI) are expected to be semanti-
cally coherent with distinct cognitive functions. Also, in
region-based correspondence in 3D shape matching, spatial
integrity is cardinal [18]. Given a flexible DNN architec-
ture, these constraints could be easily transformed into dif-
ferentiable functions to regulate the convergence of a DNN
model. Thus, we propose a lightweight deep neural network
(DNN) model for feature learning and biclustering brain
networks. The model outperforms diverse BNA schemes
on bicluster quality, pattern modularity, and semantic con-
sistency Fig. 3.

2. Related Works

The broad subcategory of BNA methods is governed by the
graph neural network (GNN). GNN-based methods have
been tremendously effective for graph-structured data anal-
ysis. To this end, there is BrainTGL [45] for dynamic
brain graph learning, BrainGNN [44] for utilizing func-
tional information in brain networks, IBGNN [15] for en-
hanced interpretability, BN-GNN [75] GNN reinforcement
learning, and FBNetGen [35] a generative model for learn-
ing brain networks has been introduced. Another modern
subcategory is transformer-based methods leveraging self-
attention to learn an informative representation of the brain
networks [16, 36] and cluster-friendly projection. There is
also a plethora of studies on the brain’s functional connec-
tivity (FC) analysis [17, 20, 28, 69, 72, 73]. These stud-

ies use one-dimensional clustering k-means to generate FC
states. However, the biclustering brain network data has
not been carried out to our knowledge. The most recent
biclustering algorithms are based on the concepts of treat-
ing the data matrix as a bipartite graph [24, 53, 64], bina-
rizing the matrix [60] for well-defined biclusters. GAEBic
uses a Gaussian mixture model (GMM) to perform the clus-
ter assignment task [68]. Also, there is a significant num-
ber of co-clustering methods introduced for simultaneously
clustering the sample and features [23, 49, 71]. However,
co-clustering clusters instances and features simultaneously
into two different sets of clusters using distinct model or-
der. On the other hand, biclustering clusters instances and
features simultaneously into & (model order) clusters based
on their co-regulation. We propose a DNN-based end-to-
end biclustering model applied to brain network functional
links.

3. Brain Network Construction

The aforementioned BNA methods use ROI-based atlas for
brain network construction. The ROI atlas implicitly op-
erates under the assumption that the functional connectiv-
ity profile within each anatomically defined region remains
stable over time and consistent across individuals. How-
ever, research studies have consistently identified varia-
tions in the spatial patterns of functional entities, both be-
tween individuals and within individuals over time, chal-
lenging this assumption [33]. In this study, we adapt in-
trinsic connectivity networks (ICN) based parcellation of
the brain - seemingly more robust than static ROI and cap-
tures nuanced patterns in brain imaging data [27, 40]. ICN
allows for spatial overlap, consistency, and dynamics in
functional connectivity. Furthermore, multiple studies have
shown that ICNs are more informative and interpretable
building blocks of the human brain [41, 42]. Therefore,
we run spatially constrained group ICA (gICA) from the
NeuroMark [21] pipeline on the functional magnetic reso-
nance imaging (fMRI) volumes. We use NeuroMark spatial
templates (presented in the supplementary) to guide gICA
that decomposes the images into intrinsic connectivity net-
works (ICNs) which can be treated as ROIs (nodes). Neu-
roMark gICA generates 53 ICNs and their corresponding
time courses (TCs). The ICNs are grouped into seven func-
tional brain domains [26, 59] namely subcortical (SC), audi-
tory (AU), visual (VS), sensorimotor (SM), cognitive con-
trol (CC), default mode (DM), and cerebellum (CB). The
functional connections (edges) are usually estimated using
the Pearson correlation between ICNs over time. The mean
across the time course generates a 53 X 53 symmetric square
matrix popularly known as static functional network con-
nectivity (SFNC) [34]. The sFNC matrix is essentially an
adjacency matrix for the brain network (more detail in sup-
plementary).
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4. Proposed Method
4.1. Problem Definition

Given brain network (i.e., sFNC in our case) G €
RN*(VXV) “wwhere N is the number of samples and V is
the number of nodes (ICNs). After feature engineering,
G ={X : X € RV*M} where M is the number of unique
connections. Our model primarily learns two assignments
P;\f *K-and HN XX for the features and subjects in the data

matrix. Finally, our model generates bicluster assignment
B :b' b2, ..., b5 where b' = {(x,y) : 2 C M,y C N}.

4.2. Brain Network Biclustering

The majority of modern BNA methods use the whole ad-
jacency matrix as input data where the edges are redundant
and shifted across the diagonal (due to the symmetry of cor-
relation). Here, we use only the lower/upper triangle of the
adjacency matrix delineating unique edges in the brain net-
work. We skip the diagonal entries with 1’s prompted by
the correlation between the identical nodes. To this end, we
propose a simple yet effective DNN framework coined as
’BnBiC’ for discrete learning of edge features and joint op-
timization of the probability distribution for a novel biclus-
tering retrieval. The input triangles are flattened for training
purposes. Note that the vector representation loses the func-
tional connectivity semantics. Therefore, BnBiC appends
learnable positional encoding for the edges. Fig. 1 illus-
trates the proposed BnBiC framework built on an autoen-
coder (AE) architecture equipped with biclustering regular-
ization. The architectural design is motivated to facilitate
the biclustering approach using a bottleneck layer where the
size of the bottleneck (i.e., the number of neurons in the hid-
den layer) is provided by the number of expected biclusters
(K). The bottleneck potentially captures the information
flow from a sample and feature for a given downstream task.
Sun et al., use the bottleneck layer and the weight matrix to
estimate the contributions of samples and features within
hidden neurons [63].

Let the data matrix be X : N x M, N number of sam-
ples, and M features. We leverage the weight matrix W €
RM*K and hidden activation Z € R¥*! to configure the
probability distribution of cluster assignments for samples
and features. The model is pre-trained over a prediction task
and input reconstruction, fine-tuned using bicluster-oriented
constraints. The reconstruction error (L,) is computed on
the output from the decoder and binary cross-entropy loss
(L.) for the subject’s disease label classification. Cluster
projection is regularized by transforming the WlM *K and
ZKX1 1o the soft assignment for features and instances re-
spectively and minimizing the distance between target aux-
iliary distributions. In the inference, relevant subjects and
features are selected using the meta-heuristic (Sec. 4.2) on
the hidden activation and weight matrix.

n=1m=1

1 2
Lr - W %: %: ||Xn,’rn_f¢(Xn,m)|| (1)

where f4(X,, ) is the autoencoder’s reconstruction of the
input X,, ,,, and ||.|| is the Euclidean norm. The average
cross-entropy for NV samples is given by (2),

n=1

1
Lc = _N l:%: [tn log(pn) + (1_tn) logl - pn] (2)

where t,, is the true label and p,, is the Softmax probability
for n!" sample.

For a biclustering regularization, we formalize a con-
straint based on the feature clustering projection and the
subject assignment distribution. We transform the W ma-
trix into soft assignments for features by applying Softmax
across the last dimension. We consider Py; = [p;] < as
the distribution of assignment of all the features where p;;,
is denoted by (3).

eWHc
Pik = SR 3)

>jm1 e

As described in the deep embedded clustering (DEC) [70]
method, cluster learning can be refined from their high-
confidence assignments. We can optimize Py, by learning
from the high-confidence assignments illustrated as a target
distribution Q¢ = [g;x] [71].

don = G/ D Guk
2265/ 22 Que)
The distribution of subject assignment (soft) can be com-

puted using Z. Given, a batch of b subjects, the soft assign-
ments Hy,p, = [hi]P*E

“4)

B = — )
ik = SK -

Zj:l eZz]
Similarly, the target distribution Lg,;, = [l;%] is denoted by
(6)

S SRUND S

Finally, we minimize KL-divergence between the source
and target distributions described in (7),

Lbic = KL(PftHth) + KL(HsubHLsub) (7)

Moreover, we impose a sparsity constraint on the weight
matrix to avoid bias from larger weights to help better re-
construct the features. We use a revised L1 norm on the W
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Figure 1. Our proposed brain network biclustering (BnBiC)architecture.

matrix for the sparsity. Rationally, since we adjust the spar-
sity on primary neuroimaging data through gICA, we prune
the sparsity constraint lower than the standard L1 norm.

Ls = VWl ®)

The combined objective function using pre-training and
fine-tuning constraints can be formulated as,

Lopt = M(Lr + Lc) + (l_ﬂ)(éLbzc + ’YLS) (9)

where ¢ and y are non-negative and control the regulariza-

tion by different penalty terms. g helps train the model

by balancing the load between feature learning and cluster-

oriented loss. In the inference phase, the weight |y 1| de-

termines the contribution of the f* feature to the k" bi-

cluster, similarly, Z‘gk) decides for st" subject. The meta-

heuristic for bicluster’s inclusion criteria is,

* Subject selection: Pick any subject s with |Z§k)\ >
B(B € (0,1))

o Feature selection: Pick any feature f with |Wj | >
ala €(0,1))

4.3. Model Training

The training scheme is divided into two phases. Firstly,
we pre-train the autoencoder framework using the recon-
struction error described in (1) and the classification loss
(2). Then, we fine-tune using the biclustering and sparsity
constraints described in (7) and (8) respectively. The opti-
mization is accomplished by minimizing the objective func-
tion defined in (9). Initially, it sets a comparatively large
value for p to allow more pre-training errors until the model
achieves reasonable stability in recovering the input. Then,
we reduce u to enable the cluster-oriented losses to make
more impacts on the latent space. We run the model for

200 epochs using the Adam optimizer with a learning rate
of 10~* in Pytorch.

5. Experiments
5.1. Datasets

We run experiments on two real resting-state fMRI (rs-
fMRI) datasets. The first one is a combination of three
studies, COBRE [51], fBIRN [39], and MPRC [2]. The
combined dataset has 437 subjects with 275 healthy con-
trol (HC) and 162 schizophrenic (SZ) subjects. The ratio-
nale behind selecting this dataset is it’s a well-researched
schizophrenia and healthy subject collection. Also, it pro-
vides the harmonized cognitive and symptom scores for the
participating subjects useful for our bicluster analysis. We
use another publicly available benchmark dataset Autism
Brain Imaging Data Exchange (ABIDE) [12]. The dataset
includes rs-fMRI volumes from 17 international sites and
consists of 1112 subjects, with 539 being Autism spectrum
disorder (ASD) and the remaining typical control. The data
is completely anonymized. Both of these datasets are pre-
processed using standard NeuroMark [21] pipelines.

5.2. Experimental Settings

We use a multi-layer perception (MLP) for both encoder
and decoder models. We empirically determine the size of
the bottleneck and set it to k = 5 for the experiments. We
primarily create 2 random data splits for the training (70%)
and evaluation (30%). Then, from the evaluation split we
use random 40% for validation and the remaining 60% for
testing. The batch size is kept at 32 for the experiments.
The hyperparameters sensitivity study is added in the sup-
plementary material (sec. 3). To compare the performance,
we include a baseline k-means, two empirical biclustering
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Figure 2. The grouping of edges evaluated by comparing methods on combined dataset. The biclusters are visualized on a standard brain
network (input matrix) annotated by brain regions to explain the partitioning in neuro-connectivity semantics. Compared to other methods,
we observe fewer overlaps and modular structures in the bi-clustered patterns in BnBiC.

Table 1. Performance comparison with different baselines. The highlighted row is our method BnBiC presents the best performances

| Combined | ABIDE

Method | MSR APCC FCO | MSR APCC FCO

k-Means | 0.681£0.05  0277£0.04  0319+£0.05 | 0713006  0267+£0.03  0.331+0.05
N-BiC 0531£0.05 0381005  0387+£0.06 | 0.651£0.04  0.336:0.03  0.362:0.03
FABIA | 042040.04  0365£005 04124007 | 04214005  0441£0.04  0.383+0.05
AD 04124£0.04 04404002  0465+£0.04 | 0.480£0.03  0415£0.03 04914002
GAEBic | 0460003  0375£0.02 0446002 | 0.603:0.05 0346004  0.435+0.04
GraphMAE| 0.320+£0.04  0476+£0.05 ~ 0.601+£0.06 | 04124004  0467£0.03  0.513+0.04
BCOT 0305+£0.06 05104005  0.608+£0.07 | 0.396+£0.07  0493+0.03  0.521:£0.04
BnBiC | 0.301:£0.05  0.538+0.07  0.623+£0.04 | 0.378+£0.06 04924005  0.545+0.08
Ablation 1 | 0.3674£0.02  0491£0.06  0.534+0.07 | 04024007  0447+£0.07  0.46340.07
Ablation2 | 0.318+0.05  0515£0.06  0.612+0.06 | 0375006  0467+£0.03  0.533+0.04
Ablation 3 | 0.3474£0.07 05124008  0564+£0.07 | 0417£0.05  0455+£0.09  0.483+0.04

methods FABIA [29] and N-BiC [57]. Then, we incorpo-
rate DNN models Auto Decoder (AD) [63]. For a more
comprehensive comparison, we included the GNN-based
method GAEBIC [68], and GraphMAE [30]. Also, we in-
clude a concurrent model on optimal transport-based bipar-
tite graph partitioning BCOT [24]. Moreover, we add three
ablation studies to evaluate the influence of the proposed
constraints. Ablation 1 is without propagating biclustering
penalty in (7), ablation 2 is without sparsity loss (8), and ab-
lation 3 removes the classification pre-training. We run the
models for 50 repetitive iterations and present the (mean +
standard deviation) of the performances across the runs.

5.3. Performance Evaluation

We don’t have any ground truth biclustering partition for
the brain network data. So, we introduce a metric based on

functional connectedness [65] to measure coherence among
the biclusters. We also adapt two more biclustering metrics
mean square residue (MSR) [9] and average Pearson
correlation coefficients (APCC) [55] for comparing our
model’s performance with analogous methods.

Functional Coherence (FCQO) FCO compares the
strength of the connectivity among the attributes within a
bicluster and the interactions with the other parts of the
system. In brain dynamics, it’s a measure of the interaction
among a subset of brain networks and their communication
with the rest of the brain. Given the brain networks, to
evaluate a bicluster partitioning B, we can measure the
inter and intra connectedness (C') of a bicluster b as follows,
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Figure 3. Edge biclusters of Brain network from the combined dataset. The top row is computed by averaging the HC subjects within a
bicluster, the middle row for SZ, and the bottom HC-SZ difference. The color bar represents the strength of the connection.

1
Cintra(b) = 7 D> Xij (10)
g
1
Cinter (b) = WZZXH (1)
i€b j¢b

where b’ is the set of connections made by the commu-
nity b with the rest of the system. We formulate functional
coherence (FCO) for a biclustering run B as in the equation

(12).
1

e bl

We also define the functional clustering index (CI) to ap-
proximate the functional consistency in the grouped in-

stances.

Cintra (b)
Ointe'r (b)
5.4. Performance Analysis

FCO(B) > (Cintra(b) —

beB

Cinter (b)) (12)

CI(b) = (13)

Figure 2 shows the biclusters estimated by a subset of com-
paring methods. This figure summarizes the performances

highlighting the overlaps and functional modularity in bi-
clustering results from distinct methods. Our method pro-
vides a more disjoint and functionally modular subgroup of
instances. For most approaches, the bi-clustered elements
are more diffused and spread across wide areas of the brain
connectivity dynamic. Also, the overlaps between the bi-
clusters are substantial (violet color). The overlaps hinder
the interpretation of the bicluster as a close community and
link with specific cognitive functionalities. Moreover, the
modularity in the subgroups aids in investigating precise
neurobiological processes potentially associated with the
connectivity patterns. Table 1 shows the performance com-
parison between our model and different state-of-the-art bi-
clustering methods. Our proposed method outperforms var-
ious baselines and yields competitive performance in some
cases. We vary the regularizers for biclustering constraint,
sparsity, and classification to check the performance of each
ablated variant of BnBiC. The ablation study confirms the
incremental improvements in performance corresponding to
different components of the BnBiC model.
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5.5. Bicluster Analysis

We visualize the brain network edge biclusters in figure
3. The bi-clustered connections are more modular and
localized in functional domains. Brain network elements
(nodes/edges) belonging to the same functional modules of-
ten share similar behaviors regarding activations and deac-
tivations in response to various external stimulations [7].
So, these patterns increase the chance of conducting co-
herent neural activity such as motor, visual, and auditory
responses. Bicluster (BiCs) 1, 2, 4, and 5 show signifi-
cant group (HC/SZ) connectivity differences in visual (VS),
subcortical (SC), and sensorimotor (SM). Prior studies have
identified these domains to be associated with schizophre-
nia dysfunction and social impairments [48]. Reduced con-
nectivity strength (BiC 2) or inverse connectivity (BiC 5)
between SM and VS is potentially liable for difficulty in so-
cial cognition and mentalization [, 48]. The bi-clustered
connections in BiC 4 and 5 show opposite directionality
in HC and SZ groups. It indicates the relevant cognition
driven by these connected communities is divergent which
may justify the cognitive differences between the subject
groups.

| overall [ HC [ 57|

—_
T

CI

=3
W
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S

BiC 1 BiC2 BiC 3 BiC 4 BiC 5

Figure 4. Functional Clustering Index (CI) for extracted connec-
tivity biclusters of the brain network.

5.5.1 Functional Clustering

We utilize the functional clustering index (CI) described in
equation (13) to experiment with the bi-clustered sFNC el-
ements for functional connectedness. We can check if the
community forms a functional cluster or not using their in-
tra and inter-connectivity. In brain dynamics, a functional
cluster can be defined as a subset of neural elements that are
strongly interactive among themselves but weakly interac-
tive with the rest of the system. A CI value near 1 indicates
a homogeneous system, while a high cluster index indicates
that a subset of brain regions forms a functional cluster. All
the biclusters exhibit a CI greater than 1 indicating the for-
mation of a functional cluster and a homogeneous commu-

nity in Figure 4. In other words, the components of the
bicluster are functionally cohesive. However, in BiC 1 and
5 the CI in SZ community is less than 1 which denotes the
loss of functional connectedness in the diseased population.
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Figure 5. Correlation between bi-clustered edges of brain network
with distinct cognitive variables.

5.5.2 Association with Cognitive Scores

Figure 5 shows the association of connectivity submodules
of the brain network with multiple cognitive measures. The
design of cognitive tests and acquisition of cognitive scores
for the datasets are described in these studies [56, 62]. The
cognitive batteries utilized in this project are CMINDS [67]
and MCCB [4]. Also, we run standard data harmonization
to ensure the consistency of the scores across the datasets.
We observe that BiC 1 shows a significantly higher corre-
lation with all the cognitive measures that evident the ne-
cessity of interactions between SC and VS to perform these
tasks. That also holds for BiC 5 demonstrating SM to au-
ditory (AD) and VS connections. BiC 2 (VS-SM connec-
tivity) also shows a strong negative association with cogni-
tive measures. Especially, for the problem-solving task it
shows a significant inverse correlation. That characterizes
the relatedness with the inverse directional flow necessary
for specific cognitive tasks. Overall, the sensorimotor and
visual domain is liable for performing diverse motor and vi-
sual processing which are imperative for the cognitive tasks
in our experiment [1, 13]. BnBiC estimates convergent sub-
modules (clusters) of the brain network exhibiting coordi-
nation between sensorimotor, visual, and auditory regions.
These regions of the human brain mostly process sensor
simulations and generate cognitive responses. Thus these
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submodules and their connectivity profiles are significantly
insightful for understanding regular cognition and disease-
related deficits.

5.5.3 Association with SZ Symptom Scores

We examine the association of bi-clustered connectivity
with SZ symptom scores measured by positive and nega-
tive syndrome scale (PANSS) [38] in figure 6. BiC 1 and 5
show a similar link with the PANSS scores; a higher corre-
lation with general and strong anti-correlation with negative
and positive symptoms. The connections are between VS,
SM, AD, and SC domains which are found to be akin to
SZ symptoms [8, 50]. These substantial associations with
symptom scores indicate clustered connectivity patterns are
informative about the disorder and further experiments are
required to determine the absolute linkage which can poten-
tially help design personalized medicine in schizophrenia.
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Figure 6. Correlation between mean edge value (average func-
tional connectivity strength) across the schizophrenia subjects in-
cluded in a bicluster and the corresponding schizophrenia symp-
tom scores.

6. Conclusion

In this paper, we develop a deep biclustering model to learn
the edge features of brain network and produce semanti-
cally coherent substructures of connectivity. It also harness
the diversity in the sample dimension by generating homo-
geneous subgroups of subjects and edges. The biclusters al-
low delving into a constrained and meaningful subspace of
neuroimaging data that are significantly informative about
the underlying neural mechanisms and the disorder. The
joint optimization of instance and feature assignment dis-
tribution regulates the biclusters from multiple perspectives
thus revealing modular communities in the brain network.
The experiments demonstrate their association with cogni-
tive performance and how the connectivity patterns differ in
patients and healthy controls. The performance analysis on
two substantial neuroimaging datasets validates our method
for a better subgrouping framework with a significant im-
provement in biclusters’ quality. The model is robust to

any neuroimaging modalities (EEG, MEG) and brain net-
work construction techniques. Moreover, this framework
is extendable to multi-modal data and multi-omics clusters
which might provide inter-modality biclusters for exploring
homogeneity across multiple physiological sources.
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