Supplementary Material
A. Confusion Matrix for FPN-IAIA-BL

Figure 6 contains the confusion matrix for FPN-IAIA-BL
on the test set. It has the highest specificity and lowest sen-
sitivity for the circumscribed class.
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Figure 6. Confusion matrix for predictions on the test dataset.

B. Fine Annotation Coefficients

FPN-TATA-BL introduces fine-annotation coefficients
,\i‘f(“’c),,\gﬁf””) which are used in the fine-annotation
loss to encourage and penalize the model for activating
inside and outside the fine annotations. For example, it is
considered “worse” for a spiculated prototype to activate on
a circumscribed lesion than for a circumscribed prototype
to activate on a spiculated lesion. The fine-annotation
coefficients designed by board-certified radiologist F.S. are

as follow in tables 2 and 3.

Prototype Class
Circ. | Ind. | Spic. | Neg.
Circ. 1 1 1 1
, Ind. 1 1 1 1
Sample’s Class Spic. i i I 1
Neg. 0 0 0 0

Table 2. Fine annotation coefficients penalizing the prototypes
from class cproto from activating outside fine annotations for a
sample from class c;

Incorporating the fine-annotation coefficients, the fine-
annotation loss is now defined as:

line = Z Z (||)\i(f(i)’c)l’ni © PAM; ;+
1€D’ ple,l.d) (5)

AU PAM ;| |2)

Prototype Class
Circ. | Ind. | Spic. | Neg.
Circ. 0 0 0 1
, Ind. 0 0 0 1
Sample’s Class Spic. I I 0 i
Neg. 0 0 0 0

Table 3. Fine annotation coefficients penalizing the prototypes
from class cproto from activating inside the fine annotations for
a sample from class c;.

where the prototype activation map PAM; ; is computed by

(m,m)
n=(1,1

prototype p(©>7) and image x; such that it has the same
dimensions as the fine-annotation mask m,.

bilinearly upsampling the similarity map [s; ,,] ) for

C. Negative Class Data

As discussed in Section 4, we include a negative class dur-
ing training to discourage “classification by elimination.”
The negative class data consist of 5,000 image-mask pairs.
The negative class images were created by sampling the
full-size mammogram images and cropping to a section
without any of the lesion region of interest for each image.
We pair each image with a fully negative mask where no
region of interest is identified in the mask. For training, we
randomly select a subset of 200 negative samples.
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