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Abstract

Latent Diffusion Models (LDMs) have emerged as pow-
erful generative models, known for delivering remarkable
results under constrained computational resources. How-
ever, deploying LDMs on resource-limited devices remains
a complex issue, presenting challenges such as memory
consumption and inference speed. To address this issue,
we introduce LD-Pruner, a novel performance-preserving
structured pruning method for compressing LDMs. Tradi-
tional pruning methods for deep neural networks are not
tailored to the unique characteristics of LDMs, such as the
high computational cost of training and the absence of a
fast, straightforward and task-agnostic method for evalu-
ating model performance. Our method tackles these chal-
lenges by leveraging the latent space during the pruning
process, enabling us to effectively quantify the impact of
pruning on model performance, independently of the task
at hand. This targeted pruning of components with mini-
mal impact on the output allows for faster convergence dur-
ing training, as the model has less information to re-learn,
thereby addressing the high computational cost of train-
ing. Consequently, our approach achieves a compressed
model that offers improved inference speed and reduced
parameter count, while maintaining minimal performance
degradation. We demonstrate the effectiveness of our ap-
proach on three different tasks: text-to-image (T2I) gen-
eration, Unconditional Image Generation (UIG) and Un-
conditional Audio Generation (UAG). Notably, we reduce
the inference time of Stable Diffusion (SD) by 34.9% while
simultaneously improving its FID by 5.2% on MS-COCO
T2I benchmark. This work paves the way for more efficient
pruning methods for LDMs, enhancing their applicability.

Unconditional image generation with LDM-4 (28.21% speedup)

Text-to-Image with SD (34.9% speedup)

Figure 1. Samples generated using our compressed models. The
proposed compression technique applies structured pruning to
LDMs using task-agnostic information. Prompts (left to right):
“A multi-colored cat with yellow eyes staring upward”, “Candles
and flowers neatly placed on a table”, “Portrait of a chief indian,
4k, high definition”, “A photo of a raccoon wearing an astronaut
helmet, looking out of the window at night.”

1. Introduction

Generative models [10, 17], which can learn a data dis-
tribution and generate a sample from it, have revolution-
ized numerous domains, such as computer vision and nat-
ural language processing. Among them, Diffusion Mod-
els (DMs) [13] have recently gained significant attention
for their ability to generate high-quality images. LDMs, a
subset of DMs that performs the diffusion process in a la-
tent space, have witnessed rapid growth in popularity due to
their fast generation capabilities and reduced computational
cost [23, 31, 36]. However, their deployment on resource-
limited devices remains a challenge, mainly because of
large compute requirements from the Unet in LDMs [16].

A variety of strategies have been developed to compress
LDMs and enhance their deployment feasibility, including
quantization [20], low-rank filter decomposition [11], and
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token merging [1]. The primary goal of these techniques is
to reduce the model’s compute cost while striving to main-
tain its original performance, a crucial aspect of deploying
models in resource-constrained environments. The work
presented in this paper takes a distinct, yet complementary,
approach to these studies.

Pruning, another compression technique which is tradi-
tionally utilized for the compression of convolutional net-
works by eliminating non-critical connections [2, 19, 24],
has been recently applied to DMs in the form of Diff-
Pruning [7]. This method identifies non-contributory dif-
fusion steps and important weights using informative gradi-
ents, and applies filter pruning, significantly reducing com-
putational overhead. However, Diff-Pruning does not ex-
tend its application beyond UIG. Moreover, its adaptabil-
ity is further curtailed by the necessity to tune a thresh-
old hyper-parameter for determining the optimal number
of steps, as the ideal threshold is found to differ across
datasets.

Training an LDM from scratch is both computationally
demanding and financially costly. For instance, the reported
training time for SD is a staggering 150,000 A100 hours [3],
translating to an estimated cost on the order of magnitude
of $100,000. To ensure the retention of model performance
throughout the pruning process, thus making the training
faster, one might consider assessing the impact of pruning
on model performance without fine-tuning [27]. While this
method may prove effective for straightforward evaluative
tasks like image classification, it becomes burdensome for
generative models. Firstly, each different task—be it im-
age generation, audio generation, and so on—requires its
own unique evaluation tool. This introduces a lack of gen-
eralizability that compounds the complexity. Secondly, the
performance evaluation of generative models is both com-
plex and resource-intensive. Take, for example, the Fréchet
Inception Distance (FID) [12], a commonly used evalua-
tion metric for image generation. Its application requires
the generation of thousands of images, a process that could
take over an hour, making it impractical to use this metric
for assessing the impact of each potential pruning opera-
tion. Moreover, the reliability of such metrics can be con-
tentious [32], further complicating the process.

We introduce a novel task-agnostic metric to measure the
importance of individual operators, which are fundamental
building blocks of the LDM architecture, such as convo-
lutional layers and attention layers. We leverage this met-
ric for structured pruning of LDMs. Our approach distin-
guishes itself by leveraging the latent space during the prun-
ing process, specifically by assessing the impact of modi-
fications within the model’s latent representations. Oper-
ating in the latent space, where data is compact, provides
dual benefits. Firstly, it ensures our method’s independence
from output types, facilitating a seamless adaptation to any

task without necessitating adjustments. The use of cross-
attention in the Unet of conditional LDMs to blend em-
beddings of different tasks in the latent space serves as a
prime illustration of this task-agnostic property. Secondly,
it yields computational efficiency, thereby addressing the
performance evaluation challenge encountered in previous
works.

Our method effectively identifies and removes compo-
nents that contribute minimally to the output, leading to
compressed models with faster inference speed and fewer
parameters, without a major drop in performance. Through
this work, we hope to extend the current body of work on
LDM compression and enhance the deployment of LDMs
in resource-constrained environments, expanding their ap-
plicability across various scenarios.

The main contributions of this paper are:
• We propose a novel, comprehensive metric designed

specifically to compare the latent representations of
LDMs. This metric is underpinned by thorough exper-
imental evaluations and logical reasoning, ensuring that
each element of its design contributes effectively to the
accurate and sensitive comparison of LDM latents.

• Leveraging this new metric, we formulate a novel, task-
agnostic algorithm for compressing LDMs through ar-
chitectural pruning. The primary focus of our proposed
method is to maintain output quality during the pruning
process, thereby accelerating the finetuning phase as the
weights are preserved.

• We demonstrate the versatility of our approach through
its application in three distinct tasks: T2I generation, UIG
and UAG. The successful execution of these experiments
underscores our method’s potential for wide applicability
across diverse tasks.
The remainder of this paper is organized as follows:

Sec. 2 presents our proposed method in detail, highlighting
its novelty and how it overcomes the aforementioned limita-
tions. Sec. 3 outlines the experimental setup and evaluation
metrics. Finally, Sec. 4 compares our approach to existing
methods and provides further analysis of our design choices
and discusses potential areas for future improvement.

2. Proposed Method
This section describes our novel algorithm for compress-
ing LDMs. The proposed method employs structured prun-
ing aimed at minimizing performance loss, regardless of the
generation task.

2.1. Method Overview

Our ultimate goal is to enhance an LDM efficiency by
minimizing the presence of less impactful operators, thus
streamlining the architecture without sacrificing effective-
ness. In the preliminary stage of our approach, we focus
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Figure 2. Overview of LD-Pruner. Given k operators in the Unet, we generate k + 1 sets of Ngen latent vectors: one set for the original
Unet, and one for each Unet where a single operator has been modified. The importance score of each operator is then calculated using a
formula specifically designed to compare latent vectors. This formula, sensitive to shifts in both the central tendency and the variability of
the latent vectors, generates a comprehensive measure of the importance of each operator.

on collecting the information needed to assess the individ-
ual significance of each operator within the Unet of the
LDM. This involves systematically modifying each opera-
tor to simulate potential pruning effects, and carefully track-
ing these modifications by generating unique latent repre-
sentations associated with each change. This information
gathering enables us to determine the potential impact of
removing or reducing certain components, guiding our sub-
sequent pruning decisions. Using a tailored scoring for-
mula, we quantify the divergence between the original and
altered latent representations, offering insight into the im-
pact of each modification. The scores derived from this
process then inform our pruning phase, where we decide
which operators to prune or replace. A visual depiction of
this method, highlighting the key stages of the computation
of our pruning score, is provided in Fig. 2.

2.2. Operator Modification and Latent Representa-
tion Collection

Transitioning to the practical aspects of our methodology,
we first focus on the meticulous modification of the opera-
tors within the Unet of the LDM. In the context of our work,
an operator refers to a fundamental building block of the
architecture, such as convolutional layers, attention layers,
normalization layers, activation functions, or more complex
components like transformer blocks. For each of these oper-
ators, we consider one of two possible modifications. First,
we attempt to eliminate the operator in its entirety, provided
this action is feasible. However, there are situations where
operator removal is not viable—specifically, when the op-
erator’s input and output dimensions do not align. In these
instances, we resort to an alternative approach: replacing
the operator with a less computationally demanding opera-
tion that retains the original dimensions. If there is a dis-
parity in the number of channels, we use a 1×1 convolution
operation to match the dimensions without adding signif-
icant computational overhead. In cases where the spatial

resolution varies, we use average pooling or upscaling. For
implementation details, please refer to the Supplementary
Materials.

Following the modification of an operator, we generate
multiple latent representations using the modified model.
Each set of latent representations corresponds to a specific
operator modification and collectively forms a comprehen-
sive record of the model’s output under various operator
modifications. After each set of latent representations is
obtained, we restore the modified operator to its original
state. This ensures that each operator is modified in isola-
tion, preventing the cumulative effects of multiple modifi-
cations from influencing the assessment of individual oper-
ators.

For the original, unmodified model, we also generate
latent representations (referred to as the original set) that
serve as a baseline for comparison. This comprehensive col-
lection of latent representations, both from the original and
modified models, forms the foundation for the subsequent
evaluation of operator significance in our methodology.

2.3. Operator Significance Evaluation

The evaluation of operator significance is a critical step in
our pruning method. This process is based on the assump-
tion that a significant change in the latent space is likely to
lead to a substantial change in the model’s output. In order
to quantify this change and thus estimate the significance of
each operator, we employ a specially designed scoring for-
mula crafted to capture the difference between two sets of
latent representations.

Let Lorig and Lmod denote the original set and a mod-
ified set, respectively, each of which contains Ngen latent
representations. We denote the i-th latent vector in Lorig

and Lmod as lorig,i and lmod,i, respectively. The scoring
formula consists of two main components: the average dis-
tance, denoted as avgdist, measures the distance between
the average values of Lorig and Lmod, and the standard de-

823



viation distance, denoted as stddist, measures the distance
between the standard deviations of Lorig and Lmod. For-
mally, we compute avgdist and stddist as follows:

avgdist = |avgorig − avgmod|2, (1)
stddist = |stdorig − stdmod|2 (2)

where | · |2 denotes the Euclidean norm and where:

avgorig =
1

Ngen

Ngen∑
i=1

lorig,i, (3)

avgmod =
1

Ngen

Ngen∑
i=1

lmod,i (4)

and:

stdorig =

√√√√ 1

Ngen

Ngen∑
i=1

(lorig,i − avgorig)2, (5)

stdmod =

√√√√ 1

Ngen

Ngen∑
i=1

(lmod,i − avgmod)2 (6)

The score S for each operator is then computed by sum-
ming avgdist and stddist:

score = avgdist + stddist. (7)

This scoring formula is designed to be sensitive to both
shifts in the central tendency and changes in the variabil-
ity of the latent representations, providing a comprehensive
measure of the impact of operator modification. By using
this formula, our method can effectively identify the oper-
ators that are most (higher score) and least (lower score)
significant to the model’s performance, guiding the pruning
process toward the most efficient and least disruptive modi-
fications. We further discuss our metric in Sec. 4.2.

2.4. Model Pruning

After calculating the significance scores for each operator,
the computed scores serve as a roadmap, guiding us in iden-
tifying the operators that could be pruned or substituted with
the least potential impact on the model’s performance. Our
strategy particularly focuses on operators with the lowest
scores for elimination, since these are regarded as the least
contributory to the model’s output.

Determining the number of operators to prune, denoted
as k, requires a deliberate and systematic evaluation. This
process is essentially a trade-off exercise between achiev-
ing model compression and preserving performance. An

increase in the number of pruned operators leads to a more
compact model, however, it may also risk a significant re-
duction in performance. Therefore, our goal is to identify
an optimal value for k that offers a substantial degree of
model compression while maintaining satisfactory perfor-
mance levels. Such trade-off is discussed in Sec. 4.4.

In the case of conditional LDMs, such as SD, we con-
duct the evaluation for various conditions. For every op-
erator, we aggregate the scores across all conditions. This
approach ensures that the pruning does not overly special-
ize for a specific condition. In practice, we used 50 different
prompts conditions for our SD experiment. The entire prun-
ing process is concisely summarized in Alg. 1. Notably, in
this context, an unconditional task can essentially be inter-
preted as a conditional task with only a single implicit con-
dition.

Upon completing the pruning process, we engage in fine-
tuning the pruned model to recoup any performance reduc-
tion that occurred as a consequence of the pruning opera-
tion.

Algorithm 1 Efficient Pruning for LDMs
Input: LDM unet Unet, list of condition CList, generation per
condition Ngen, number of operator to prune k

1: scores← empty dictionary
2: for C in CList do
3: latentorig ← generate(Unet, C,Ngen)
4: for operator op in Unet do
5: Unetmod← prune(Unet, op)
6: latentmod← generate(Unetmod, C,Ngen)
7: s← get score(latentorig, latentmod) (Eq. 7)
8: scores[op.name]← scores[op.name] + s
9: end for

10: end for
11: Unet← prune(Unet, scores, k)

2.5. Complexity Analysis

We provide a time complexity analysis of our proposed al-
gorithm, focusing on the main operations involved. Let’s
denote n the number of computational operations in the
Unet to generate a single latent representation, m the total
number of operators that are potential candidates for prun-
ing, and k the number of latent representations to generate
for each operator modification. Given these definitions, our
algorithm’s time complexity can be expressed as O(nmk).
This complexity can be effectively managed in practice. For
instance, we can decrease m by filtering out operators that
contribute negligibly to the overall model latency, thereby
focusing our efforts on the more significant contributors. An
additional advantage stems from the specific nature of our
compression method, which operates in the latent space of
the LDMs. In contrast to other pruning methods that require
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Model FID ↓ IS ↑ CLIP ↑ # Params Data Size Speedup

SD-v1.4 [31] 13.05 36.76 0.2958 1.04B >2000M 0%
LD-Pruner (ours) (42 modifications) 12.37 35.77 0.2894 0.71B 0.22M 34.89%
Small Stable Diffusion [25] 12.76 32.33 0.2851 0.76B 229M 35.28%
BK-SDM-Base [16] 15.76 33.79 0.2878 0.76B 0.22M 35.28%
BK-SDM-Small [16] 16.98 31.68 0.2677 0.66B 0.22M 36.98%
DALL·E [29] 27.5 17.9 - 12B 250M
DALL·E-2 [30] 10.39 - - 5.2B 250M
CogView [5] 27.1 18.2 - 4B 30M
CogView2 [6] 24.0 22.4 - 6B 30M
Make-A-Scene [9] 11.84 - - 4B 35M
LAFITE [37] 26.94 26.02 - 0.23B 3M
GALIP (CC12M) [35] 13.86 25.16 0.2817 0.32B 12M
GLIDE [28] 12.24 30.29 - 5B 250M
LDM-KL-8-G [31] 12.63 - - 1.45B 400M
SnapFusion [21] ∼13.6 - ∼0.295 0.99B >100M
Würstchen-v2 [26] 22.40 32.87 0.2676 3.1B 1700M

For the IS and FID values of comparative models, we adopt the evaluations as reported in Kim et al. [16]

Table 1. Comparison of different models for T2I Generation, on the MS-COCO 256 × 256 validation set.
Speedup values are measured relatively to SD-v1.4.

the generation of full outputs, our technique only needs the
latent representations. This allows us to avoid the decoding
step during generation, thereby reducing the overall compu-
tational burden and accelerating the pruning process.

3. Experimental Setup

To highlight the task agnostic property of the proposed im-
portance score, we apply it to three different tasks: T2I Gen-
eration with SD-v1.4 [31], UIG with LDM-4 [31] and UAG
with AudioDiffusion [4].

3.1. Training

For each task, we finetune our compressed Unets employ-
ing Knowledge Distillation (KD), applied both at the feature
and output levels [16]. For the detailed hyper-parameters,
please refer to the Supplementary Materials.
T2I Generation. We finetune our compressed model
on a subset of 0.22M image-text pairs from the LAION-
Aesthetics V2 6.5+ dataset [34], which represents less than
0.1% of the training pairs used in the LAION-Aesthetics V2
5+ [34] for training SD-v1.4. All training is conducted on a
single A100 GPU.
Unconditional Image Generation. For UIG, we leverage
the complete CelebA-HQ 256 × 256 dataset [14] due to its
relatively small size (approximately 30k images). All train-
ing is conducted on a single NVIDIA GeForce RTX 3090
GPU.
Unconditional Audio Generation. For UAG, we finetune
using the same dataset that was employed to train AudioD-
iffusion. This dataset consists of 20k Mel spectrograms of
size 256 × 256, generated from 5-second audio files. All
training is conducted on a single NVIDIA GeForce RTX
3090 GPU.

3.2. Evaluation

Performance metric. We report the FID as our main per-
formance metric for image generation. In the case of T2I
generation, the FID is measured by generating 30k samples
from the MS-COCO 256×256 validation set [22]. In Tab. 1,
we additionally present the Inception Score (IS) [33], com-
puted using the same dataset as for the FID computation.
In the case of UIG, the FID is measured by generating 5k
samples, and we compute the FID with the training set as
commonly done with CelebA-HQ [31]. For UAG, we em-
ploy the Fréchet Audio Distance (FAD) [15], a specialized
variant of the FID tailored for audio comparison. Again, the
FAD is measured between 5k generated samples (following
the author’s recommendation) and the training set.
Computation Efficiency metric. Unlike some previous
work, such as Diff-Pruning, our study focuses on real-world
inference speed improvements rather than relying solely on
FLOPs and MACs, which can be unreliable predictors of
actual speed [8, 18]. We conduct our inference speed eval-
uations for T2I generation and UIG on a single NVIDIA
GeForce RTX 3090 GPU, performing 30 and 200 inference
steps, respectively. For UAG, we utilize a CPU (Intel Xeon
Silver 4210R) due to the model’s small size, and carry out
50 inference steps (∼ 5-6 seconds). To ensure the stability
and reliability of our results, we perform a warmup process
by initially generating 20 samples. Subsequently, we com-
pute the average speed over 100 generated samples. This
approach offers a more robust and realistic estimate of the
model’s operational efficiency in real-world applications.

4. Results and Discussion

4.1. Main Results

T2I Generation. In Tab. 1, we benchmark our pruned SD
models against other T2I models. Relative to the manual
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Figure 3. Qualitative comparison on zero-shot MS-COCO benchmark on T2I. The results of previous studies were obtained with their
official released models.

architectural pruning of SD-v1.4 [31], our model surpasses
those finetuned with large data and does so with a remark-
able reduction in the number of training data samples —
1040 times fewer than used in OFA-Sys [25], a similar ap-
proach to that of Kim et al. [16]. A qualitative compari-
son can be found in Fig. 3. Furthermore, our pruned mod-
els demonstrate competitive performance when juxtaposed
with other architecture, including those based on autore-
gression [5, 6, 9, 29], GANs [35, 37], and diffusion meth-
ods [26, 28, 30, 31]. Lastly, Fig. 4 visualizes the modified
operators and their importance rankings. Notably, a signif-
icant portion of these operators is located near the model’s
output, suggesting an over-parametrization in this region.

Unconditional Image Generation. We show the evolution
of the FID during training in Fig. 5. We modified 31 oper-
ators resulting in a 23.47% speedup and 39 operators for a
28.21% speedup. In both cases, the compressed model con-
verges rapidly, reaching a minimum FID of 15.03 after 46k
iterations and 15.71 after 50k iterations, respectively. For
comparison, the original model reaches an FID of 13.84 af-
ter 410k iterations. Notably, with just 20k iterations and 20
modified operators (corresponding to an 18.23% speedup),
we surpass the FID performance of the original model as
shown in Fig. 7, achieving an FID of 13.72. This under-
lines the efficiency of our approach in both speed and per-
formance dimensions.

Unconditional Audio Generation. Tab. 2 showcases
the comparison between our compressed model and the
baseline AudioDiffusion model. With 90 operators mod-
ified, we achieve a 19.2% speedup and a post-finetuning
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Figure 4. Type and relative importance of the modified operators
in each block of our compressed SD.

FAD of 2.5 (+0.2). These results underscore LD-Pruner’s
ability to compress independently of the task at hand. It
is worth mentioning that the audio output from the pruned
model sounds the same as the audio of the original model.
This can be quantified by evaluating the FAD between 5000
samples of both models, resulting in a score of 0.05.

4.2. Scoring Metric Composition

An essential aspect of our methodology is the scoring met-
ric, as the pruning quality depends on it. Therefore, be-
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Figure 5. Evolution of the FID during the training process for the
UIG task on the CelebA-HQ 256 × 256 dataset, for two different
compression ratios.

Pruning Finetuned FAD ↓ # Params Speedup

None - 2.3 163.1M 0%

LD-Pruner
✗ (reset Unet) 13.4

85.6M 19.2%✗ 8.7
✓ 2.0

Table 2. Compression performance on UAG task with AudioDif-
fusion. When finetuning, we proceed for 12k steps.

fore settling on the chosen method, we carried out extensive
experimentation with alternative ways of incorporating the
statistical measures.

The intention behind this metric is to award higher scores
to the latent variables that best preserve output quality. A
preliminary visual examination of the image outputs from
the pruned models, prior to retraining, provides useful in-
sight into the effectiveness of different approaches. This
is evidenced in Fig. 6, where we illustrate the impact of
various methods—summation, multiplication, average only,
and standard deviation only—on the visual characteristics
of pruned models. Our observations reveal that the ‘average
only’ method allows for more pruning before degradation to
noise, whereas the ‘standard deviation only’ method tends
to preserve sharper features under low compression. When
these methods are combined via summation or multiplica-
tion, we observe a balance of these attributes, resulting in
outcomes that blend both qualities.

A more detailed examination, which compares the FID
scores of pruned models post-finetuning for the different
formulae, is presented in Fig. 7 for further insight. No-
tably, a direct comparison with Fig. 6 shows a correlation
between the observed degradation to noise in the image be-
fore retraining and the decline in FID scores after retraining.
This connection tends to support the idea that the visual
analysis of models before retraining can serve as an early
indicator of post-retraining performance. Interestingly, the
‘sum’ formula consistently achieves the best or near-best
FID scores when modifying up to 40 operators. Yet, as
the number of modified operators expands significantly, this
positive trend does not persist. We speculate that this out-
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Number of modified operators

Figure 6. Qualitative comparison of the impact of various com-
bination methods for average and standard deviation in our pro-
posed scoring metric, with SD. The results are without finetuning.
Prompt: “group of cyclists racing in a scenic countryside”. More
examples can be found in the Supplementary Materials.

come is due to the compression process neglecting potential
inter-dependencies between operators. Thus, as the number
of modified operators escalates, so does the probability of
inadvertently eliminating all instances of specific, possibly
crucial, information. This particular challenge signals a po-
tential direction for improvement in future research.

4.3. Importance of Preserving the Weights

Training LDMs typically requires extensive computational
resources and large datasets, making the process time-
consuming and costly. To address this challenge, our pro-
posed method focuses on weight preservation during prun-
ing. In this subsection, we underscore the significance of
this approach and provide empirical evidence of its bene-
fits.

Our experiments, documented in Tab. 3, compare the
performance of models trained from scratch to those with
preserved weights, under equivalent compression and train-
ing conditions. Performance is quantified using the FID
score, which provides a measure of the distance between
the model-generated and real data distributions.

The results exhibit a pronounced advantage for models
with preserved weights, consistently reporting lower FID
scores. This signifies a closer match to the actual data
distribution, hence superior image generation quality. No-
tably, the model with preserved weights comes close to the
initial model’s performance after merely 20, 000 iterations,
whereas the model trained from scratch fails to match the
FID score of the model with preserved weights at iteration
0, even after 50, 000 iterations. This stark performance dis-
parity underscores the pivotal role weight preservation plays
in the model training process.
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Figure 7. Quantitative comparison of the impact of various combination methods for average and standard deviation in our proposed
scoring metric, with UIG. The FID is measured after 20k iterations of finetuning.

Number of train steps 0 4k 12k 20k 50k

From Scratch 389.96 344.27 312.86 293.07 210.43
With Preserved Weight 145.19 18.29 16.65 15.74 15.43

Table 3. FID scores for our compressed model (31 operators modi-
fied) trained from scratch and with preserved pre-training weights,
for UIG on CelebA-HQ 256 × 256. In both case, the exact same
training is applied. The FID for the original model is 13.85.

4.4. Speed-Performance Trade-off

The act of model compression inherently introduces a trade-
off between computational speed and performance. As we
increase the compression rate, the model’s performance,
measured by FID, gradually deteriorates. This degradation,
however, is not linear but exhibits a threshold-like behavior,
beyond which the performance sharply deteriorates.

This phenomenon is illustrated in Figure 7a, which
demonstrates the relationship between the FID score and
the percentage of speedup achieved through compression,
relative to the initial model in the context of UIG. As the
figure shows, the FID score remains relatively steady, hov-
ering around 15, for compression rates up to around 30%.
Beyond this point, the FID score abruptly escalates, indicat-
ing a significant drop in the quality of generated images. We
observed a similar trend for other tasks, with a thresholds at
42 modified operators for T2I and 90 for UAG.

4.5. Limitations

Despite the strengths of our method, there are some limi-
tations to acknowledge. Firstly, our approach does not ex-
tend to pruning the decoder part of the model, as it oper-
ates after the latent space. Consequently, the method is best
suited for LDMs, where most computational expenses oc-
cur in the U-Net due to the recursive nature of the process.
Secondly, the current approach does not account for depen-
dencies between operators, potentially leading to pruning
decisions that are not optimal. These limitations present
valuable areas for further improvements to our method.

5. Conclusion

In this paper, we have presented a novel architecture prun-
ing algorithm for LDMs that is task-agnostic and leverages
the latent space to guide the pruning process. An integral
part of our approach is the introduction of a new scoring
metric that enables the direct comparison of latent represen-
tations, providing a robust, quantifiable measure for prun-
ing decisions. Our approach addresses unique challenges
posed by generative models, transcending task-specific lim-
itations of existing strategies, and leads to compact models
with faster inference speed and fewer parameters, without
substantially sacrificing performance.
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