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Abstract

Binary-weight Neural Networks (BNNs), in which
weights are binarized and activations are quantized, are
employed to reduce computational costs of various kinds
of applications. In this paper, a design methodology of
hardware architecture for inference engines is proposed to
handle modern BNNs with two operation modes. Multiply-
Accumulate (MAC) operations can be simplified by replac-
ing multiply operations with bitwise operations. The pro-
posed method can effectively reduce the gate count of in-
ference engines by removing a part of computational costs
from the hardware system. The architecture of MAC opera-
tions can calculate the inference results of BNNs efficiently
with only 52% of hardware costs compared with the related
works. To show that the inference engine can handle prac-
tical applications, two lightweight networks which combine
the backbones of SegNeXt and the decoder of SparseInst for
instance segmentation are also proposed. The output results
of the lightweight networks are computed using only bitwise
operations and add operations. The proposed inference en-
gine has lower hardware costs than related works. The ex-
perimental results show that the proposed inference engine
can handle the proposed instance-segmentation networks
and achieves higher accuracy than YOLACT on the “Per-
son” category although the model size is 77.7× smaller
compared with YOLACT.

1. Introduction
Deep neural networks, including convolutional neural net-
works (CNN) and vision transformers (ViT) [23], have re-
ceived considerable attention in recent years. Various kinds
of networks have already been applied to different computer
vision tasks. Not only can these algorithms be applied to

face detection and object detection [12, 25], they can also
be employed in other dense-prediction tasks such as seman-
tic segmentation [11] and instance segmentation [3, 7].

For mobile devices and embedded systems with limited
computational resources, it is necessary to reduce compu-
tational costs and power consumption. In modern neural
networks, Multiply-Accumulate (MAC) operations have a
much higher ratio than any other operations, such as max-
pooling or up-sampling operations. Many kinds of quanti-
zation algorithms [8, 19] and low-bit networks [10, 24] are
proposed to simplify the MAC operations, and many kinds
of hardware architectures are proposed to handle mixed-
precision networks with low bit widths [1] and binary-
weight neural networks (BNNs) with low computational
costs [6, 9, 15, 17, 18, 26, 30]. However, the accuracy might
decrease and fail to satisfy the requirement of some appli-
cations, such as instance segmentation, when the weights
of networks are binarized or quantized to low bits. To de-
sign a suitable system for embedded vision, it is necessary
to seek the balance between accuracy and bit widths in the
quantized networks.

In this paper, we focus on both hardware implementa-
tion methods and algorithm design approaches of BNNs, in
which activations are quantized and weights are binarized.
Two lightweight networks for instance segmentation and
a new hardware architecture of inference engine are pro-
posed. The contribution of this paper is twofold. First, we
propose a new design methodology to reduce the gate count
of the inference engine by removing a part of computational
costs from the hardware system. The methodology can be
applied to different variations of BNNs, and no multiply op-
erations are required. The values of binary weights can be
either {0, 1} or ±1. Second, we show that the proposed in-
ference engine can handle instance segmentation algorithms
with only 9.8% of computational costs compared with the
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related works. The proposed algorithm and hardware can
handle dense-prediction tasks with acceptable accuracy.

The paper is organized as follows. In Sec. 2, the related
works are introduced. The architecture of the proposed in-
ference engine for BNNs is shown in Sec. 3. The experi-
mental results are discussed in Sec. 4. The conclusions are
given in Sec. 5.

2. Binary-Weight Neural Networks (BNNs)
Quantization is an important topic for hardware implemen-
tation of neural networks. Many algorithms are proposed
to quantize both activations and weights of CNN. Choi et
al. [8] propose a quantization scheme for activations during
training. Sambhav et al. [19] propose a method of train-
ing quantization thresholds, where the quantizers are suit-
able for hardware implementation. Gao et al. [14] propose a
systematic approach to transform the parameters of low-bit
quantized networks into multiple thresholds for hardware
implementation.

A number of researchers have implemented diverse ap-
proaches to design BNNs [22]. BinaryConnect is a method
which focuses on training networks with binary weights
during forward and backward propagations [10]. To further
reduce the computational costs, weights or feature maps
(activations) can be quantized to 1 bit. XNOR-Net [24] is a
network where weights and activations are binarized, so that
add operations can be replaced by logical operations, such
as Exclusive-OR (XOR) [31] and Exclusive-NOR (XNOR)
operations. However, when BNNs are employed in some
practical applications, the accuracy decreases because the
features extracted by the networks with binary weights and
binary activations are not sufficient. Some algorithms are
proposed to improve the training algorithm and to increase
the accuracy [29].

Most of BNNs can be used to handle object detection
problems and image classifications problems to achieve ac-
ceptable accuracy. However, there are few research pa-
pers showing that BNNs can be applied to difficult dense-
prediction problems, such as instance segmentation. Bolya
et al. [3] propose a real-time instance segmentation algo-
rithm, YOLACT, which includes a feature pyramid archi-
tecture. Cheng et al. [7] propose a fully convolutional
framework for real-time instance segmentation, SparseInst,
which contains a sparse set of instance activation maps.
However, these real-time networks are not quantized and
might not be suitable for embedded devices with limited re-
sources because a large number of processing elements are
required to calculate the inference results.

3. Proposed Inference Engine
The proposed inference engine, which can handle BNNs ef-
ficiently, is introduced in this section. We focus on the net-

Table 1. Two Operations of BNNs

(a) The First Operation (m = 0)
a′i,j wi a′i,j · wi

0 −1 0
0 +1 0
+1 −1 −1
+1 +1 +1

(b) The Second Operation (m = 1)
a′i,j w′

i a′i,j · w′
i

0 0 0
0 +1 0
+1 0 0
+1 +1 +1

Note: The values of parameters with the prime symbol (a′i,j and w′
i) are

{0, 1}. The values of parameters without the prime symbol (wi) are ±1.

works where the activations are multi-bit, and the weights
are binary. There are I activations, and each activation has
J bits, where J is set to 8 in this work. Each bit of the
ith activation is represented as a′i,j , where i denotes the in-
dex of activations, and j denotes the index of bits of the
ith activation. One weight has only 1 bit, and wi or w′

i

represents the ith weight. Table 1 shows the two kinds of
operations to handle modern BNNs and the corresponding
output results. Either of the two operations is selected ac-
cording to the operation mode m, where m ∈ {0, 1}. The
first mode handles convolutions where wi ∈ {−1, 1}, and
the second mode handles convolutions or matrix multipli-
cations [7] where w′

i ∈ {0, 1}. Multiply operations can
be removed from all MAC operations because only binary
weights are employed in the BNNs. The output of MAC
operations is shown in Eq. 1.

o =


∑I−1

i=0 a′iwi + β if m = 0∑I−1
i=0 a′iw

′
i + β otherwise

, (1)

where a′i,j ∈ {0, 1}, wi ∈ {−1, 1}, and w′
i ∈ {0, 1}.

The operations of the first mode are shown in Table 1(a).
The concept of XNOR-Net [24] is adopted to handle BNNs
with binary weights and binary activations, where both bi-
nary weights and binary activations are represented by ±1.
Since there are 3 possible values in the results, some addi-
tional operations are included in order to apply the XNOR
operations. The output of MAC operations is shown in
Eq. 2.

I−1∑
i=0

a′iwi + β =

J−1∑
j=0

(
2j

I−1∑
i=0

a′i,jwi

)
+ β. (2)
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Figure 1. Hardware architecture of the proposed dedicated inference engine.

Figure 2. Hardware architecture of the “bitwise operation unit” in
the dedicated inference engine.

For hardware implementation, the weights are represented
as w′

i, where w′
i ∈ {0, 1}. Activations have the same values

as their original values, but weights do not.

A multi-bit activation a′i can be decomposed into J bits,
which can be represented as

∑J−1
j=0 2j · a′i,j . The variable

β represents the bias term in the batch normalization [30]
or the quantization process [14]. The bit-wise operations in

the MACs operations can be obtained using Eq. 3.

I−1∑
i=0

a′i,jwi =

I−1∑
i=0

[(
2a′i,j − 1

)
+ 1

2

]
wi =

I−1∑
i=0

(a′i,j ⊙ w′
i) +

∑I−1
i=0 wi − I

2
, (3)

where ⊙ represents the exclusive-NOR (XNOR) operation,
and a′i,j represents the jth bit of the ith activation. Since
a′i,j ∈ {0, 1} and w′

i ∈ {0, 1}, the XNOR operations can be
applied to simplify multiply operations. The output in Eq. 1
can be expressed as Eq. 4.

J−1∑
j=0

[
2j

I−1∑
i=0

(a′i,j ⊙ w′
i)

]
+

J−1∑
j=0

[
2j ·

∑I−1
i=0 (wi − 1)

2

]
+ β =

I−1∑
i=0

J−1∑
j=0

(
2j · a′i,j ⊙ w′

i

)+ (β + γ) , (4)

where

γ =

(∑I−1
i=0 wi − I

2

)
· (2J − 1). (5)

It is shown that the convolution includes XNOR-accumulate
operations and add operations. The variable γ is a correc-
tion term, which can be computed according to the weights,
wi and the number of activations, I . Note that γ does not re-
quire any information related to the activations, and it does
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not have to be computed during the inference process. The
computations of BNNs can be simplified using the quanti-
zation algorithms of the IFQ-Net [14] after substituting the
bias term β with (β + γ).

The operations of the second mode are shown in Ta-
ble 1(b). Different from the first operation, there are only
2 possible values in the results. The output of the MAC
operations is shown in Eq. 6.

I−1∑
i=0

a′iw
′
i + β =

I−1∑
i=0

J−1∑
j=0

(
2j · a′i,j · w′

i

)+ β, (6)

where a′i,j ∈ {0, 1} and w′
i ∈ {0, 1}. Both activations

and weights have the same values as their original values.
It is shown that the MAC operations include only AND-
accumulate operations and add operations. No correction
terms are required in this mode.

Figure 1 shows the architecture of the dedicated infer-
ence engine, which includes 3 main components and the
memory. The main components are the “bitwise operation
and accumulation array,” the “adder array,” and the “quan-
tization and activation unit.” The “bitwise operation and ac-
cumulation array” computes the results of Eq. 2 and Eq. 6.
It includes multiple “bitwise operation units.” The architec-
ture is shown in Fig. 2, where each “bitwise operation unit”
includes J “logical operation units” to calculate the results
of XNOR or AND operations. When the first operation
mode is enabled, m is set to 0, and the circuit is equivalent
to multiple XNOR gates for the input weights and activa-
tions. When the second operation mode is enabled, m is set
to 1, and the circuit is equivalent to multiple AND gates for
the input weights and activations.

The “adder array” includes parallel adders to compute
the sum of the MAC results, the bias term β, and the cor-
rection term γ. The correction term γ does not have to be
computed during the inference process. Since it does not
require any information related to the activations, it can be
computed using any other processors and stored as param-
eters in advance. This approach can effectively reduce the
gate count of the inference engine. Removing the computa-
tions only related to weights from embedded devices is one
of the key ideas of this work. Besides, the “adder array” can
compute the results of element-wise add operations, which
are frequently employed in modern neural networks. The
“quantization and activation unit” quantizes the output of
the “adder array” and computes the pooling results accord-
ing to the network architecture.

4. Experimental Results
The experiments are separated into 2 parts, analysis of hard-
ware architectures and BNNs for instance segmentation.
The experimental results of both hardware and algorithms
are both discussed in this section.

4.1. BNNs for Instance Segmentation

To evaluate the performance of BNNs, two lightweight net-
works for instance segmentation, MSCAN-SparseInst BNN
and ConvNeXtV2-SparseInst BNN, are designed. Instance
segmentation is a representative task of dense prediction, in
which pixel-level labeling is required. It is not simple to
obtain high accuracy after binarizing the weights or activa-
tions in dense-prediction networks. To reduce the compu-
tational costs, the decoder of SparseInst [7] and the back-
bone networks of SegNeXt [16] and ConvNeXtV2 [28]
are combined. Besides, some regular convolutions are re-
placed by the partial convolutions in FasterNet [5] to reduce
computational costs of the proposed networks. The net-
works are trained using GeForce GTX TITAN X with 12GB
memory. Microsoft COCO [20] is employed for training
and evaluation, and the optimization method is AdamW.
The techniques in HWGQ [4], PACT [8], LSQ [13], and
LSQ+ [2] are used for quantization. The training parame-
ters are shown in Table 4. The number of training epochs
is 16, and the batch size is 16. To increase the accuracy of
BNNs, the training algorithm in PROFIT [21], which pro-
gressively freezes the most sensitive layer of the network, is
also employed.

The architecture of one of the proposed networks,
MSCAN-SparseInst BNN, is shown in Fig. 3. BConv de-
notes the convolutions with binary weights, and PConv rep-
resents partial convolutions in FasterNet [5]. The back-
bone network is modified from MSCAN-Tiny, which is in-
cluded in the architecture of SegNeXt [16]. It contains 3
down-sampling layers and 4 stages, which are followed by
4 batch normalization (BN) layers, and the number of build-
ing blocks in each stage is different. The architecture of
the building block in each stage in shown in Fig. 4, where
BDWConv denotes the depthwise convolutions with binary
weights. The rectangular filters in the original MSCAN are
removed to simplify the network. The activations from 3
BN layers are sent to the FPN-Encoder, which is modified
from the architecture of SparseInst [7]. The FPN-Encoder
contains 4 nearest-neighbor up-sampling layers, 6 convolu-
tion layers, and 1 coordinate position embedding layer. The
input of the coordinate position embedding layer is 126, and
the output is 128 channels since 2 coordinate channels (x
and y) are added into the layer. The activations from the co-
ordinate position embedding layer are sent to the decoder,
which is modified from the architecture of SparseInst [7].
The decoder contains 6 convolution layers, and 2 Batch-
Matrix-Matrix (BMM) layers. The inputs of 2 BMM lay-
ers are binarized to {0, 1} and ±1, respectively. To com-
pare different network architectures, a network architecture
modified from ConvNeXtV2-femto, which is the backbone
network in ConvNeXtV2 [28], is also evaluated.

In the two lightweight networks, the weights in the con-
volutions layers are all quantized to ±1, and the first mode
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Figure 3. Architecture of the proposed network, MSCAN-SparseInst BNN.

Table 2. Model Sizes and Computational Costs (VGA Images)

Type Model Size Computational Cost No. of Layers(MB) (GMACs)
YOLACT (ResNet50) [3] Float 34.98∗ 57.4 86

MSCAN-SparseInst Float 3.88 6.0 153
ConvNeXtV2-SparseInst Float 3.63 5.6 139
MSCAN-SparseInst BNN A8W1 0.49 6.0 153

ConvNeXtV2-SparseInst BNN A8W1 0.45 5.6 139

∗Networks with floating-point weights and activations are used for evaluation, but the model size is evaluated when the bit width of weights is 8 bits.

(m = 0) of the inference engine can be applied. In the de-
coder of the networks, there are some matrix operations in
BMM layers [7] employed to increase the accuracy. One
matrix multiplication has 2 input activations. One of them
is quantized to {0, 1} or ±1, so that the MAC operations can
be handled with the two modes (m = 0 or m = 1) of the
proposed hardware. The proposed networks, ConvNeXtV2-
SparseInst and MSCAN-SparseInst, are compared with
YOLACT [3]. The model sizes and the computational costs
are shown in Table 2. The full-precision (floating-point)
version of ConvNeXtV2-SparseInst is 9.6× smaller than
YOLACT when the bit width of weights is 8 bits, and the
binary version of ConvNeXtV2-SparseInst (ConvNeXtV2-
SparseInst BNN) is 77.7× smaller than YOLACT because

the weights are reduced from 8 bits to 1 bit. Compared with
YOLACT, ConvNeXtV2-SparseInst BNN has only 9.8%
of MACs, and the weights are binarized. The results of
MSCAN-SparseInst and MSCAN-SparseInst BNN are also
similar. The computational costs and the model sizes of
the two networks are effectively reduced compared with
YOLACT although they have more layers than YOLACT.

The accuracy is shown in Table 3. The mean average
precision (MAP) of each of the three categories, “Person,”
“Car,” and “Bus,” is evaluated. Some examples of instance
segmentation results are shown in Fig. 5, where it is ob-
served that the two lightweight networks have higher detec-
tion rates on the “Person” category than YOLACT [3]. Two
different versions of binary networks are designed for the
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Table 3. Comparison of Accuracy

Type MAP(%) (IoU: 0.50 – 0.95)
Person Car Bus

YOLACT (ResNet50) [3] Float 27.49 25.86 59.11
MSCAN-SparseInst Float 39.25 28.60 48.90

ConvNeXtV2-SparseInst Float 40.22 27.87 47.96
MSCAN-SparseInst BNN1 A8W1 32.97 21.15 40.22

ConvNeXtV2-SparseInst BNN1 A8W1 31.21 21.95 39.74
MSCAN-SparseInst BNN-A2 A8W1 14.35 11.57 21.13

ConvNeXtV2-SparseInst BNN-A2 A8W1 13.54 11.82 23.09

1With binary matrix multiplications where the values of input data are {0, 1} and ±1.
2With binary matrix multiplications where the values of input data are ±1 only.

Figure 4. Architecture of the building block in each stage of
MSCAN-SparseInst BNN.

two proposed networks. The BMM layer in the decoder of
SparseInst [7] includes two floating-point input activations.
In order to make them compatible with the proposed hard-
ware, one of the input activations is quantized to 1 bit. Also,
the normalization operations in the Instance Activation
Maps (IAM) of SparseInst [7] are removed to simplify the
operations. The results show that both MSCAN-SparseInst
BNN and ConvNeXtV2-SparseInst BNN achieve higher ac-
curacy than YOLACT on the “Person” category after bina-

Table 4. Training Parameters

Dataset COCO 2017 train/val [20]
Data Augmentation Random Flip, crop, resize

Optimization Method AdamW∗

No. of Training Epochs 300
Batch Size 16

Weight Decay 0.05
Multi-scale Training Yes

∗Base learning rate: 0.00005, Betas: 0.9, 0.999.

rizing the input of BMM operations. Moreover, MSCAN-
SparseInst BNN-A and ConvNeXtV2-SparseInst BNN-A
are designed for ablation study. MSCAN-SparseInst BNN-
A and MSCAN-SparseInst BNN have the same network ar-
chitecture, but the values of the inputs to the BMM layers in
MSCAN-SparseInst BNN-A are quantized to only ±1, not
{0, 1} and ±1. MSCAN-SparseInst BNN has higher ac-
curacy on the “Person” category (+18.6%) than MSCAN-
SparseInst BNN-A. It means that the functions to support
two kinds of binary weights effectively increase the accu-
racy of instance segmentation. The results of ConvNeXtV2-
SparseInst BNN also show the importance of the input val-
ues of binary operations.

4.2. Analysis of Hardware Architectures

The proposed MAC architecture (the “bitwise operation
and accumulation array”) is compared with related works,
which are shown in Table 5. The values of binary weights
supported by the related works [15, 17, 30, 31] are ±1.
The architectures implemented with XNOR [17, 30] and
XOR [31] operations are designed to handle 1-bit weights
and 1-bit activations. To compare them with this work,
some additional logic operations and adders are added into
the XNOR-based multiplier [17, 30] to support multi-bit
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(a) (b) (c)

Figure 5. Some examples of instance segmentation results of (a) ConvNeXtV2-SparseInst BNN, (b) MSCAN-SparseInst BNN, and (c)
YOLACT (ResNet50) [3].

Table 5. Comparison of Implementation Methods

Supported Network
XNOR operations [17, 30] A1W1

XOR operations [31] A1W1
Select operations [15] AJW1∗

∗Activations are quantized to J bits, and weights are quantized to 1 bit.

weights. The modified architecture is shown in Fig. 6(a).
The hardware architecture implemented with select opera-
tions [15] is designed to handle multi-bit weights and 1-bit
activations. The architecture, which is shown in Fig. 6(b),
can be directly compared with this work. The proposed
work is designed to handle multi-bit activations and 1-bit
weights, and the values of binary weights can be either
{0, 1} or ±1.

The relation between the gate count of the architectures
and the bit width of activations is shown in Fig. 7. The mod-

ules of the related works are re-implemented to fit the pro-
posed hardware architecture and synthesized with the reg-
ular threshold voltage (RVT) device model in the ASAP7
library [27]. The results in Fig. 7(a) show that the mod-
ified XNOR-based multiplier has similar gate counts with
the selector-based multiplier [15], and the trend does not
change with the bit width of activations. The results in
Fig. 7(b) show that, compared with the related works, the
gate count of this work is reduced to 52% of the modified
XNOR-based multiplier and 59% of the selector-based mul-
tiplier [15] when the bit width of activations is 8 and the
operating frequency is 2GHz. The higher the operating fre-
quency, the more reduction of gate counts. The comparison
of the related works and this work is summarized in Table 6.
The proposed work has lower costs than the related works
because the computations of the correction term shown in
Eq. 5 are removed from the MAC operations. Since the
correction term is merged into the bias term, no additional
operations are required in the inference process. Moreover,
this work can support two kinds of binary weights, {0, 1}
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Table 6. Comparison of Different Multipliers for 1-Bit Weights (Operating Frequency: 2GHz)

Supported Network Binary Weights Gate Count
Selector-based Multiplier [15] A8W1 ±1

356K
Modified XNOR-based Multiplier∗ A8W1 404K

This Work A8W1 {0, 1} or ±1 211K

∗Modified XNOR-based multiplier [17, 30] with additional logics.

(a)

(b)

Figure 6. Hardware architecture of (a) the XNOR-based multi-
plier [17, 30] with additional logics, and (b) the selector-based
multiplier [15].

and ±1, which increase the accuracy of instance segmenta-
tion as shown in Sec. 4.1.

5. Conclusion

A hardware architecture and a design methodology of ded-
icated inference engines for BNNs are proposed. The pro-
posed inference engine can handle instance segmentation
with only bitwise operations and add operations. The archi-
tecture of MAC operations can calculate the inference re-
sults of BNNs efficiently with only 52% of hardware costs
compared with the related works. A part of computation
costs can be removed from the system because they are not
dependent on activation maps and can be performed in ad-
vance using any other processors.

In addition, two lightweight networks for instance seg-
mentation and hardware architecture of inference engine
are proposed. The experimental results show that the pro-
posed inference engine can handle the proposed instance-

(a)

(b)

Figure 7. Comparison of gate counts among the selector-based
multiplier [15], the XNOR-based multiplier [17, 30] with addi-
tional logics, and the “bitwise operation and accumulation array”
in the proposed inference engine. (a) Operating frequency is set to
1GHz. (b) Bit width of activations is set to 8 bits.

segmentation networks and achieves higher accuracy as
YOLACT on the “Person” category although the model size
is 77.7× smaller compared with YOLACT.
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