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Abstract

Robust integration of physical knowledge and data is key
to improve computational simulations, such as Earth sys-
tem models. Data assimilation is crucial for achieving this
goal because it provides a systematic framework to cali-
brate model outputs with observations, which can include
remote sensing imagery and ground station measurements,
with uncertainty quantification. Conventional methods, in-
cluding Kalman filters and variational approaches, inher-
ently rely on simplifying linear and Gaussian assumptions,
and can be computationally expensive. Nevertheless, with
the rapid adoption of data-driven methods in many areas of
computational sciences, we see the potential of emulating
traditional data assimilation with deep learning, especially
generative models. In particular, the diffusion-based prob-
abilistic framework has large overlaps with data assimila-
tion principles: both allows for conditional generation of
samples with a Bayesian inverse framework. These models
have shown remarkable success in text-conditioned image
generation or image-controlled video synthesis. Likewise,
one can frame data assimilation as observation-conditioned
state calibration. In this work, we propose SLAMS: Score-
based Latent Assimilation in Multimodal Setting. Specif-
ically, we assimilate in-situ weather station data and ex-
situ satellite imagery to calibrate the vertical temperature
profiles, globally. Through extensive ablation, we demon-
strate that SLAMS is robust even in low-resolution, noisy,
and sparse data settings. To our knowledge, our work is
the first to apply deep generative framework for multimodal
data assimilation using real-world datasets; an important
step for building robust computational simulators, includ-
ing the next-generation Earth system models. Our code is
available at: https://github.com/yongquan-qu/SLAMS.

*Equal contribution; order decided by np . random. rand (1)

1. Introduction

Data assimilation (DA) is crucial for numerous scien-
tific disciplines that require accurate modeling of chaotic
systems. It is particularly important across various ar-
eas of the geosciences, including fluid dynamics simula-
tions, oceanography, and atmospheric science [8]. At its
core, the state estimation problem of DA seeks to calibrate
background trajectory of states, 2%, = (z%,---,2%) €
RT*N given available observations, y, which are often
noisy, sparse, and/or multimodal. The calibrated state after
assimilation, denoted as x{., is referred to as the analysis
(see Figure 1).
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Figure 1. Schematic diagram illustrating the high-level concept of
DA. It provides a systematic framework that calibrates background
states (model outputs) with multimodal observations (often low-
resolution, noisy, and sparse) to produce analysis.

Conventional DA methods often rely on simplifying as-
sumptions (linearity and Gaussianity) or approximations
(tangent linear and adjoint) to formulate closed-form ex-
pressions for analysis, such as in Kalman filter-based tech-
niques, or to create a manageable optimization target, as
in variational approaches. In many applications, however,
the system’s underlying dynamics are nonlinear and chal-
lenging to encapsulate within a tractable state-space model
[44], leading to performance degradation. This necessitates
more frequent calibration through assimilation, leading to
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Figure 2. We propose SLAMS - Score-based Latent Assimilation in Multimodal Setting. During training, we fit three set of models,
including encoder, decoder, and the score network given multimodal data sources (e.g., background states, in-situ sensors, and ex-situ
satellite measurements). During inference, we perform latent space denoising through a reverse SDE process by sampling from prior
Gaussian distribution and conditioning on encoded background and observations, synthetically coarsified, noisified, and sparsified by a

differentiable measurement function A for ablation purposes.

increased computation cost.

With the recent advances of deep learning for Earth sys-
tem modeling [24, 43], the natural progression is the in-
tegration of these data-driven principles into DA for im-
proved state estimation [7, 15], unresolved scale (parame-
terization) inference [5, 6, 6, 41, 42], and parameter infer-
ence [10], either separately or in combination [42]. In par-
ticular, the rapid adoption of controllable deep generative
modeling in text-conditioned image generation [4, 48] or
image-controlled video synthesis [38] could pave the way
toward a robust data-driven DA framework. Indeed, the
central tenet is similar: we can use observations to condition
the generation of analysis. There has been a growing inter-
est to reframe DA through the lens of a deep probabilistic
framework [1, 3, 11, 33, 40], particularly with diffusion as a
powerful class of generative model capable of fine-grained
controlled generation of high-quality samples [19, 47].

However, previous works on data-driven DA used sim-
plified assimilation scenarios: they tend to only assimilate
perturbed states as psuedo-observations through filtering,
noise addition, or sampling [19, 47], ignoring actual ob-
servations. Observational datasets in real-world are prox-
ies without direct link to the target states. For instance,
operational forecasting models may assimilate diverse data
sources like weather station outputs, satellite imagery, and
LiDAR-derived point clouds [25]. Moreover, these ap-
proaches tend to rely on computer vision architectures that
favor uniform resolution with limited multi-scale process-
ing capabilities, neglecting rich observations with heteroge-
neous spatiotemporal resolutions [29, 30, 53].

To address these challenges, we introduce SLAMS -
Score-based Latent Assimilation in Multimodal Setting
(Figure 2). Fundamentally, SLAMS performs its conditional
generative process within a unified latent space. This ap-
proach allows for the projection of heterogeneous, multi-
modal datasets into a common £-dimensional, latent sub-
space alongside the target states. As a result, it eliminates
the cumbersome, assumption-heavy observation operator,
H : RN= — RNy, commonly used in traditional DA setup
to reconcile heterogeneous spaces [11, 40]. Furthermore,
the probabilistic underpinning of SLAMS allows us to gen-
erate an ensemble of analysis which naturally facilitates
uncertainty quantification. In this study, we adapt score-
based latent diffusion model [45, 50] to calibrate real-world
weather states using multimodal observation. Specifically,
we assimilate both in-sifu weather station data and ex-situ
satellite observations to refine vertical temperature profile in
the atmosphere as a proof-of-concept. Our ablation demon-
strates that SLAMS produces consistent analysis states, even
in low-resolution, noisy, and sparse data settings.

2. Methodology

Data assimilation at its core attempts to estimate the condi-
tional probability density function of p(z1.7 | y) through a
Bayesian inverse formulation as defined in Equation 1,

T-1
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Markovian background prior

450



We elaborate how the right-hand side of Equation 1 could be
reconstructed through the scaffolding of score-based diffu-
sion framework. In particular, we discuss our latent version
of the model (SLAMS) that enables multimodal assimila-
tion. Finally, we discuss the datasets, experimental setups,
and ablation used throughout this work.

2.1. Multimodality in Unified Latent Space

Many multimodal observations, Y'K = (y ¢
RT>*Mi ... K ¢ RT*Mx) guch as cloud cover, vege-
tation, and radiation tend to be indirectly linked as prox-
ies to the target states, such as vertical temperature. For
one, capturing these relationships is non-trivial because x
and Y may have different dimensionality and occupy non-
overlapping manifolds which render generative models op-
erating directly in the pixel space less effective. Even if we
have access to a mapping function, such as the observation
operator that resolves the state-observation heterogeneous
spaces, H : RNe — RM1i .Mk our imperfect knowledge
can exponentiate error especially with high-dimensional K,
and further calibrations to correct biases are required [26].

Fortunately, with deep learning, we are able to circum-
vent this problem by learning a sufficiently expressive func-
tion that is able to project both the states and observations
into a unified, reduced-order £-dimensional latent space. In
this work, we define fy : RWVe+Mit+Mx) _ RE a5 an
encoder that takes as input the concatenation of background
state and each observation modality along unique channels
for a single timestep. The decoder g, : R — R+ then
maps the latent code back into the pixel-space.

In the following section, we review previous work on
score-based diffusion model and its novel application to DA
introduced by [47]. In our extension, we define variables
x and y to represent the latent representations of the un-
conditional and conditioning inputs, respectively, including
in-situ and ex-situ observations to align with Equation 1.

2.2. Score-based Data Assimilation in Latent Space

Forward diffusion. In the forward diffusion process, a
sample x(t) ~ p(x) is progressively perturbed through
a continuous-time diffusion process expressed as linear
stochastic differential equation (SDE) as in Equation 2 [50],

dz(t) = f(t)z(t)dt + g(t)dw(t), 2
drift term diffusion term

where f(t), g(t) € R are the drift and diffusion coefficients,
w(t) € RF the standard Brownian motion (Wiener pro-
cess), and () € R” the perturbed sample at time ¢ € [0, 1].
Since the source of randomness from the Wiener process is
Gaussian, a linear SDE w.r.t. z(t) ensures that the pertur-
bation kernel is also Gaussian with the form p(z(t) | x) =
N (u(t)z, X(¢)) [49]. As aresult, u(t) and X(¢) can be de-
rived analytically from f(t), g(t) [49].

Furthermore, in a standard diffusion process, we
want our sample distribution at ¢ = 0 to be as close
to the underlying data distribution p(x) as possi-
ble, such that p(z(0)) =~ MN(z,0). This means that
#(0) = 1 and 3(0) < 1. On the other hand, we want our
sample distribution at t = 1 to be as close to Gaussian noise
as possible, such that p(z(1)) ~ N(0,%(1)), implying
u(1) = 0. There are multiple SDEs that satisfy these
boundary and evolution constraints, including variance-
exploding (VE) and variance-preserving (VP) SDEs [50].

Reverse denoising. The reverse denoising process is rep-
resented by a reverse SDE as defined in Equation 3 [50].
Notice that the drift and diffusion terms are similar to those
found in the forward SDE, and that the only difference is the
score. If we have access to the true score, we can perfectly
recover the original data samples from noise as ¢ from 1 to
0. Intuitively, the score guides the reverse process in the di-
rection where the probability of observing x(¢) is highest.

dx(t) = [f(t)a(t) —g(t)* V(e log p(a(t))]dt

drift term score

3)
+ g(t)dw(t) .
—_——

diffusion term

Training score function. In practice, the score is approx-
imated with a neural network called the score network,
sg(x(t),t). The objective function would then be to min-
imize a continuous weighted combination of Fisher diver-
gences between sg(x(t),t) and V) logp(x(t)) through
score matching [50, 52]. However, the perturbed data dis-
tribution p(x(t)) is complex, data-dependent, and hence un-
scalable. As such, [52] reformulated the objective func-
tion by replacing the score with the perturbation ker-
nel where we have access to the analytical form as dis-
cussed earlier (Equation 4; expectation is taken over

p(x),p(t), and p(z(t) | x)).

arg min E [z(t) [56(2(t), ) — Vo) log plx(t) | x)||§] .
“4)

Several studies have noted the instability of this objec-
tive function as ¢ — 0, so [54] suggests a reparameteri-
zation trick which replaces s¢(z(t),t) = ey(x(t),t)/0(t),
where ¥ = o2 (Equation 5; expectation is taken over

p(z),p(t), p(e) ~ N(0,I)).
arg min [||e¢(,u(t)x +otet) -], ®)

Following convention used by previous works on score-
based diffusion model, we will denote €,4(x(t),t) with
s¢(x(t),t) for cleaner notation.
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Conditioning the generative process. The case we have
discussed so far is the unconditional generative process as
we try to sample 2 ~ p(x(0)) from a prior noise distribu-
tion. In order to condition the generative process with ob-
servations y, we seek to sample from x ~ p(z(0) | y). This
can be done by modifying the score as in Equation 3 with
V@ logp(x(t) | y) and plugging it back to the reverse
SDE process.

However, one would need re-training whenever the ob-
servation process, p(y | «), changes. Nonetheless, several
works have attempted to approximate the conditional score
with just a single pre-trained score network, eliminating the
need for expensive re-training [12, 50].

First, using Bayes rule, we expand the conditional score
as in Equation 6,

Vi logp(x(t) | y) = Vi log p(x(t))
—_— ——
unconditional score ( 6)
+ Vi logp(y | (1)) .

likelihood score

Since the first term on the right-hand side is already approx-
imated by the score function, the remaining task is to iden-
tify the second likelihood score. Assuming differentiable
measurement function .4, and a Gaussian observation pro-
cess in the latent space, p(y | z(t)) = N (A(x(t)),02), the
approximation goes as in Equation 7 [12],

p(yle(t)) = / p(y | 2)p(z | 2()dz
~ Ny | Aa(t)), o2),

Y

(7

where Z(x(t)) can be approximated by the Tweedie’s for-
mula [13] as in Equation 8,

(t) + o2 (t)sg(x(t), 1)
x(t) '

The implication is that we can now approximate
V@ logp(x(t) | y) with just a singly trained score net-
work, allowing for a zero-shot assimilation where we do
not require constant finetuning when distributions shift.

B(x(t)) ~

®)

2.3. Scalability and Numerical Stability

We also implemented several performance and stability im-
provements as proposed in [47]. For brevity, we leave out
the theoretical details and refer interested reader to [47].
These improvements include using a subset of embed-
ded trajectories {%;,Tit1, "+ ,Titk—1} € x1rT tO ap-
proximate the entire sequence during training, termed as
a Markov blanket (throughout this work, we set K = 5).
Practically, this strategy helps to reduce the computation
cost in cases where the sequence length grows prohibitively

large, as is commonly found in several Earth system pro-
cesses. Also, we reparameterize Equation 7 to that in Equa-
tion 9 to improve the numerical instability of &(z(¢)) due to
the division by z(t) in Equation 8,

~ N o’ (t)
plyle(t) ~ Ny | A(@(x(t)), op + vug(t)f), )
———

stability term

where y, I are scalar constant and identity matrix respec-
tively. This re-parameterization trick reduces numerical in-
stability especially at the beginning of the reverse denois-
ing process where E[x(t)] — 0 as t — 1. Intuitively, the
stability term ensures that the likelihood approximation is
adjusted according to the noise-signal ratio (i.e., 02/u?): a
noisier state, (t), should result in a more diffused likeli-
hood approximation, and vice versa.

Last, we implement a predictor-corrector procedure to
improve the quality of our conditional generative process.
The reverse SDE prediction process is solved using the
exponential integrator (EI) discretization scheme [54] as
in Equation 10, and the correction uses a few steps of
Langevin Monte Carlo (LMC) as in Equation 11,

pu(t — At)
z(t — At) + Wx(t)
pt —At) ot — At) s (2
+ (M - o) o o
x(t) = x(t) + 75y (x(t),t) + V2re. (11)

The correction process is important because it corrects
sample generation using information from the gradient of
log p(x(t)) (approximated by s4(x(t), t)), which guides the
samples towards regions of higher probability, and adds ran-
domness modulated by the Langevin amplitude step 7.

3. Experimental Setup
3.1. Datasets

A standard DA framework generally attempts to calibrate
model states with available observations. The former typi-
cally comes from a more homogeneous model output with
intrinsic uncertainty, while the latter is more heterogeneous
in terms of its modality, resolution, and quality. For this
work, we consider two major observation modalities: in-
situ weather stations and ex-sifu satellite imagery.

* Model states. We use ERAS reanalysis as our ap-
proximation to the true states [18]. ERAS reanaly-
sis was produced by the European Centre for Medium-
Range Weather Forecasts (ECMWF) that recalibrates
their historical forecasts or hindcasts with available
observations using state-of-the-art DA method. We
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select temperature across 10 pressure levels, such
that t@{10, 50, 100, 200, 300, 500, 700, 850, 925, 1000}~
hpa, following specifications suggested by [37].

e In-situ observations. We use global rain gauges data pro-
vided by the Climate Prediction Center (CPC) which has
daily resolution and dates back to 1979 [9]. Precipitation
is an important phenomenon that captures complex inter-
action on land, ocean, and atmosphere [31, 32] and which
is challenging to model by Earth system models.

e Ex-situ observations. We use outgoing longwave ra-
diation (OLR) data collected on-board the NOAA-14,
NOAA-16, and NOAA-18 satellites [27]. OLR is an im-
portant parameter that is closely related to the planetary
energy budget where temperature profile is coupled [31].

We resample all datasets to a 1.5-degree grid at daily reso-
lution. We divide the years 2000-2015 for training, 2016-
2021 for validation, and 2022 for testing. We refer to (i) uni-
modal and (ii) multimodal as models that incorporate only
background state or also take into account in-situ and ex-
situ observations for conditioning. The measurement func-
tion A is assumed to be differentiable. If this is not the
case, a deep-learning emulation of the physical process can
be used so that it would be differentiable. Non-latent ap-
proaches (i.e., pixel-based) are by construction unimodal
due to the absence of H to reconcile the heterogeneous
state-observation spaces discussed earlier.

3.2. Details on Autoencoder

We use a convolution-based encoder-decoder structure with
5 layers, ReLLU activation [35], kernel size of 5, stride of 1,
and a batch normalization [21]. We train over 64 epochs,
optimized with ADAMW [28], with a batch size of 64, and
follows a linearly decaying scheduler with an initial learn-
ing rate of 2 x 10~% and a weight decay of 1 x 1073,

3.3. Details on Score Network

We use U-Net [46] with residual blocks [17], SiLU activa-
tion [14], and layer normalization [2] for our score network.
In particular, the network consists of 3 layers consisting of
[3, 3, 3] residual blocks. We specify the hidden channels to
be [64, 128, 256] and [32, 64, 128] for either the pixel-based
or latent-based score network, with the latter approach en-
joying a 8x reduction in model size. Furthermore, we use
a circular padding to ensure continuous representation of a
spherical globe [22]. We train over 64 epochs, optimized
with ADAMW [28], with a batch size of 64, and follows a
linearly decaying scheduler with an initial learning rate of
2 x 10~* and a weight decay of 1 x 10~3. Finally, we in-
troduce a two-layer linear network to represent the temporal
component of the score network with a hidden and embed-
ding size of 256 and 64 respectively.

During inference, we apply 512 denoising steps with 1-
step LMC correction, v = 1072, and 7 = 0.5.

Pixel DA Conditioning Truth

Latent DA

Figure 3. Ideal case where we have high resolution, low noise,
dense inputs (4x coarsening, o2 = 0.1) to calibrate t@200hpa.
We find that pixel-based DA generates qualitatively better assimi-
lated states.

Pixel DA Conditioning Truth

Latent DA

Figure 4. Realistic case where we have low-resolution inputs
(20x coarsening) to calibrate t@200hpa. Our latent-based DA ap-
proach, SLAMS, is physically more consistent.

4. Results and Discussion

In this section, we present an extensive ablation study eval-
uating the consistency of our proposed latent-based frame-
work, SLAMS, when compared to its pixel-based counter-
part. We divide our discussion into the (i) ideal case and
(ii) realistic scenario of data assimilation, depending on the
quality of conditioning inputs. In addition, we perform mul-
timodal feature importance study to understand the contri-
bution of different observation modality.

4.1. Ideal Case: Assimilating High Quality Data

We first begin our discussion in an idealized case where we
are given high-resolution, low noise, and dense inputs. We
mimic this scenario by applying a coarsening factor of 4,
additive Gaussian noise with 2 = 0.1, and no masking.
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Figure 5. Realistic case where we have noisy inputs (02 = 4) to
calibrate t@1000hpa. Our latent-based DA approach, SLAMS, is
physically more consistent.
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Figure 6. Realistic case where we have sparse inputs (16x sam-
pling gap) to calibrate t@1000hpa. Our latent-based DA ap-
proach, SLAMS, is physically more consistent.

As illustrated in Figure 3, we find that pixel-based DA
approach generates qualitatively better assimilated states
when compared to our latent-based approach. This is akin
to introducing additional small noises into the reverse SDE
process, and a well-trained score network is robust to de-
noise such slight perturbation.

4.2. Realistic Case: Assimilating Low Quality Data

Unfortunately, many real-world scenarios tend to provide
us with (i) low-resolution, (ii) noisy, and (iii) sparse data.
We attempt to replicate these scenarios by applying extreme
coarsening factor of 20, additive Gaussian noise of o2 =
4.0, or sampling gap of 16, respectively.

Low-resolution data. As illustrated in Figure 4, we find
that our latent-based DA approach tends to be temporally

and physically consistent especially in high latitudes where

we do not observe unrealistic abrupt cooling — warming
changes, which are otherwise observed in the pixel-based
DA approach.

Noisy data. As illustrated in Figure 5, we find that our
latent-based DA approach produces more realistic continu-
ous pattern in the tropics. Compared to the pixel-based ap-
proach, SLAMS also generates samples with more accurate
physics, with no unrealistic large-scale near-surface warm-
ing in the polar region.

Sparse data. As illustrated in Figure 6, we find that our
latent-based DA approach does not inaccurately overesti-
mate near-surface temperature in the high-latitude, and gen-
erate realistic, smoother calibration in the tropics.

These results suggest the stabilizing capability of our
latent-based approach, SLAMS, that can be partly explained
by: (i) reduced dimensionality of the latent code that makes
it less sensitive to high-dimensional, pixel-level perturba-
tion [55], (ii) stabilizing characteristic of a well-trained de-
coder exhibiting posterior non-collapse [45], (iii) additional
constraints enforced by increasing data modality [16].

4.3. Toward Consistent Multimodal Assimilation

In order to fully showcase the robustness of our latent-
based approach, SLAMS, we conducted an in-depth ablation
study that varied the coarsening factor, noise level, and sam-
pling gap given (i) unimodal (only background), or (ii) mul-
timodal (background + observations) conditioning inputs.
Specifically, we employed the Wasserstein distance [34] to
quantify the distribution divergence between the true and
assimilated states. Full results are illustrated in Figure 7.

Overall, our ablation study indicates that SLAMS main-
tains its robustness (i.e., exhibits lower Wasserstein dis-
tances) across the majority of target states, particularly
when assimilating inputs that are of low resolution (coars-
ening factors > 15), highly noisy (62 > 2), and sparse
(sampling gap > 12).

First, an operationally useful grid resolution for Earth
system model typically falls below 0.1 degrees [39]. How-
ever, many datasets such as those used in our study are gen-
erally an order of magnitude coarser, approximately 1.5 to
2.5 degrees. This discrepancy can lead to instability and
sensitivity to perturbations in pixel-based DA approaches.

Likewise, the challenge of noisy observations, com-
pounded by model uncertainty, is a widespread issue. Tra-
ditional DA systems must account for these through expen-
sive error propagation calculations, which can become in-
tractable in multimodal, high-dimensional scenarios [23].
Thus, a robust DA system, underpinned by a deep proba-
bilistic framework like ours, has to be robust to noise.

Lastly, data sparsity is a common challenge in DA for
Earth system modeling. Sparsity can come in many forms,
including spatial (swath width, coverage), temporal (or-
bit period), and/or representativeness (geostationary orbit)
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Figure 7. Ablation result evaluating the effects of varying (a) resolution, (b) noise level, and (c) sparsity on Wassterstein distance ({.
is better) of different diffusion-based DA methods. Across most target states, a diffusion-based DA approach operating in latent space
(SLAMS) is more stable than that in the pixel space beyond certain threshold.

[36]. Thus, a DA framework that can efficiently extract sig-
nals is crucial for robust real-time modeling.

4.4. Multimodal Feature Ablation

So far, we have demonstrated the feasibility of perform-
ing DA in a multimodal setting through a unified repre-
sentational space. The natural next step is to assess the
impact of multimodal observations in improving the qual-
ity of analysis states. Figure 8 reaffirms our earlier find-
ings that our latent-based DA approach, SLAMS, outper-
forms pixel-based DA across most target states. Addition-
ally, the inclusion of ex-situ imagery is particularly valuable
for constraining top-of-atmosphere (ToA) variables (e.g.,
t@Q10hpa, t@Q50hpa). This finding is consistent with the
role of OLR as a proxy for the planetary energy budget [20].

One strategy to maximize the extraction of signals from
multimodal observations involves accounting for different
latent representations of various data modalities. Future
work could look into distinct, more powerful autoencoders
(e.g., VQ-VAE [51]) for each modality and introducing
an aggregator to boost the expressiveness of each feature
[11]. This approach also provides the benefit of making the
framework adaptable to different underlying data structures
that are not easily gridded as image frames, including Li-
DAR point clouds, textual, and tabular data.

5. Conclusion

We introduce SLAMS, a score-based latent data assimilation
framework that enables multimodality. Our framework re-
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(a) Effect of assimilating low-resolution multimodal inputs (20x coarsening factor)
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Figure 8. Ablation result on the effect of multimodality in the calibration of target states given (a) low-resolution, (b) noisy, and (c) sparse
inputs. The x-axis shows the Wasserstein distance ({. is better). The results demonstrate that adding ex-situ imagery (orange bar), mostly

enhances top-of-atmosphere state calibration (e.g., tQ10hpa, tQ5

Ohpa) compared to only conditioning on in-situ observations (blue bar).

Both latent methods (SLAMS) outperform pixel-based approach (vertical dashed line) in most target states.

frames the traditionally compute-intensive DA process us-
ing deep probabilistic principles through diffusion as a pow-
erful class of generative model. SLAMS facilitates the as-
similation of multimodal data through its latent-centric ar-
chitecture, capitalizing on recent advancements in dimen-
sionality reduction and automatic feature extraction. The
adaptable design of SLAMS also accommodates future in-
tegration with data modalities traditionally challenging to
represent as image frames, such as point clouds. More-
over, the probabilistic underpinning of our framework al-
lows for ensemble generation of analysis, enabling uncer-
tainty quantification. We validate SLAMS’s efficacy in re-
alistic scenario by assimilating multimodal in-situ weather
station data and ex-situ satellite imagery to calibrate the ver-
tical temperature profile, globally. Extensive ablation con-

firms that SLAMS is robust to low-resolution, noisy, and
sparse inputs. To our knowledge, this work is the first to
propose a data-driven probabilistic, multimodal data assim-
ilation framework for real-world Earth system modeling.
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