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I like this 
T-shirt. 
Are there 
similar 
products?

Here's a similar v-
neck T-shirt. Are you 
satisfied, or would 

you prefer a 
different color, 
fabric, or fit?


Can I see it in black?

I found this black 
v-neck T-shirt that 

might suit your 
preferences. Are 
you satisfied with 

this option?

Here is a similar v-
neck T-shirt. Are you 
satisfied or are you 
looking for a similar 
color, fabric, or fit?

Looks good, thanks!

Prompt manager

Here's a similar v-neck 
T-shirt. Are you 
satisfied, or would you 
prefer a different 
color, fabric, or fit?


Light gray deep 
v-neck T-shirt

natural deep v-neck tee

natural deep v-neck tee

black deep v-neck tee

black deep v-neck tee

VQA(IMG_1, “How is the T-shirt?”)

SEARCH(IMG_1)

Prompt manager

I found this black v-
neck T-shirt that might 
suit your preferences. 
Are you satisfied with 
this option?

SEARCH(IMG_1, “replace natural by black”)

Figure 1. Overview: This paper introduces a comprehensive pipeline for multimodal search, presenting a novel composed retrieval model
that outperforms previous approaches significantly. Additionally, we propose a system that utilizes a Large Language Model (LLM) as
an orchestrator to invoke both our proposed model and other off-the-shelf models. The resulting search interface offers a conversational
search assistant experience, integrating information from previous queries and leveraging our novel model to enhance search capabilities.

Abstract

Multimodal search has become increasingly important
in providing users with a natural and effective way to ex-
press their search intentions. Images offer fine-grained
details of the desired products, while text allows for eas-
ily incorporating search modifications. However, some ex-
isting multimodal search systems are unreliable and fail
to address simple queries. The problem becomes harder
with the large variability of natural language text queries,
which may contain ambiguous, implicit, and irrelevant in-
formation. Addressing these issues may require systems
with enhanced matching capabilities, reasoning abilities,
and context-aware query parsing and rewriting. This paper
introduces a novel multimodal search model that achieves
a new performance milestone on the Fashion200K dataset
[19]. Additionally, we propose a novel search interface in-
tegrating Large Language Models (LLMs) to facilitate nat-
ural language interaction. This interface routes queries to
search systems while conversationally engaging with users
and considering previous searches. When coupled with our
multimodal search model, it heralds a new era of shopping
assistants capable of offering human-like interaction and
enhancing the overall search experience.

† Work performed during an internship at Amazon.
∗ Equal contribution.

1. Introduction

The Composed Image Retrieval (CIR) problem, also known
as Text-Guided Image Retrieval (TGIR), involves finding
images that closely match a reference image after applying
text modifications. For instance, given a reference image of
a blue dress and the instruction "replace blue with
red", the retrieved images should depict red dresses re-
sembling the reference.

It is natural for users to search for products using infor-
mation from multiple modalities, such as images and text.
Enabling visual search allows for finding visually similar
correspondences and obtaining fine-grained results. Other-
wise, text-only search tools would require extensive textual
descriptions to reach the same level of detail. Thus, it is
more natural and convenient for users to upload a picture of
their desired product or a similar version rather than articu-
lating their search entirely in words.

Traditional search engines often struggle to deliver pre-
cise results to users due to the challenges posed by overly
specific, broad, or irrelevant queries. Moreover, these en-
gines typically lack support for understanding natural lan-
guage text and reasoning about search queries while con-
versationally engaging with the user.

In the context of the Fashion200K benchmark [19], sev-
eral existing approaches fail to retrieve the correct query
among the top matches. Concretely, most of the baselines
considered in this work fail to retrieve the correct image
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among the top 10 matches in 60% of the cases, as shown in
our results in Sec. 4.1.

In this paper, we propose to leverage pretrained large-
scale models that can digest image and text inputs. We
focus on improving the performance on the Fashion200K
dataset [19] and achieve state-of-the-art results that im-
prove upon previous work by a significant margin. How-
ever, all the queries in Fashion200K follow the sim-
ple formatting "replace {original attribute}
with {target attribute}", which impedes gener-
alizing to natural language text. For this reason, we develop
a novel interactive multimodal search solution leveraging
recent advances in LLMs and vision-language models that
can understand complex text queries and route them to the
correct search tool with the required formatting. Leverag-
ing LLMs facilitates digesting natural language queries and
allows taking contextual information into account. More-
over, the length of the context recent LLMs can consider
allows for incorporating information from previous interac-
tions. We include a high-level overview of our approach in
Fig. 1. The main contributions of this work include:
• Improved Multimodal Search: We introduce a method

that adapts foundational vision and language models for
multimodal retrieval, which achieved state-of-the-art re-
sults on Fashion200k. We present the technical details in
Sec. 3.1 and discuss the experimental results in Sec. 4.1.

• Conversational Interface: We propose an interface that
harnesses state-of-the-art LLMs to interpret natural lan-
guage inputs and route formatted queries to the available
search tools. We describe the details of the backend in
Sec. 3.2 and include examples in Sec. 4.2.

2. Related work
When tackling the CIR problem, the TIRG model [46] com-
putes an image representation and modifies it with a text
representation on the same space rather than fusing both
modalities to create a new feature as in most of the other
works. Crucially, this method is trained first on image re-
trieval and gradually incorporates text modifications.

The VAL framework [10] is based on computing image
representations at various levels and using a transformer
[45] conditioned on language semantics to extract features.
Then, an objective function evaluates the feature similarities
hierarchically.

The text and image encoders of a CLIP model [36] can
be used for zero-shot retrieval with a simple Multi-Layer
Perceptron (MLP) [40] and leveraging LLMs [5]. Another
approach is to perform a late fusion of CLIP embeddings
[4], which can be improved by fine-tuning the CLIP text
encoder Baldrati et al. [3]. The hypothesis is that image and
text embeddings obtained by CLIP are aligned, while the
CIR problem requires a text representation that expresses
differences w.r.t. the image representation.

CosMo [25] independently modulates the content and
style of the reference image based on the modification text.
This work assumes that style information is removed by
simply performing instance normalization on the image fea-
tures. With this assumption in mind, the normalized fea-
tures are fed to the content modulator, which transforms
them conditioned on text features. Then, the output of the
content modulator is given to the style modulator, which
along with the text features and the channel-wise statistics
of the normalization, obtains the final representation.

FashionVLP [16] is based on extracting image features
using a pretrained feature extractor, not only on the whole
image but also on the cropped clothing, fashion landmarks,
and regions of interest. The obtained image representations
are concatenated with object tags extracted with an object
detector, a class token, and the word tokens computed using
BERT [13].

An alternative to tackle the problem of generic visual
feature extractors not focusing on fashion-specific details
without using the multiple inputs required in Goenka et al.
[16], is proposed in FashionSAP [20]. FashionSAP lever-
ages the FashionGen dataset [39] for fine-grained fashion
vision-language pretraining. To do that, Han et al. [20] use
a multi-task objective composed of retrieval and language
modeling losses. CIR is then solved by fusing text and im-
age features using multiple cross-attention layers, and the
tasks included in the training objective are solved using dif-
ferent heads for each task.

CompoDiff [17] proposes to solve the CIR using a de-
noising transformer that provides the retrieval embedding
conditioned on features of the reference image and the mod-
ifying text. Similarly to Rombach et al. [38], the diffusion
process is performed in the latent space instead of the pixel
space. Given that CompoDiff is a data-hungry method, Gu
et al. [17] create a synthetic dataset of 18 million image
triplets using StableDiffusion [38] for its training. Com-
poDiff performs better when using text features obtained
with a T5-XL model [37] in addition to the text representa-
tions obtained with [36].

Koh et al. [23] uses a frozen LLM to process the input
text and visual features that have been transformed with a
learned linear mapping as in LLaVA [32]. To counteract the
inferior expressiveness of causal attention over its bidirec-
tional counterpart, Koh et al. [23] append a special [RET]
token at the end of the outputs that allows the LLM to per-
form an extra attention step over all tokens. The hidden
representations of [RET] are then mapped to an embed-
ding space that is used for retrieval.

Couairon et al. [12] tackle a similar problem in which the
transformation query is not a single word but a tuple of two
words corresponding to the original and target attributes. As
an example, for a reference image with caption "A cat
is sitting on the grass", a source text "cat"
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Figure 2. Proposed architecture: We extract visual features from the reference image xref using a Vision Transformer [14], specifically, a
pretrained CLIP [36] model with frozen weights. We extract features before the projection layer, which are then processed using a Querying
transFormer (Q-Former), which performs cross-attention with a set of learned queries. The resulting output of the Q-Former is concatenated
with the embeddings obtained from the modifying text (t), which expresses a modification in the reference image. Subsequently, all this
information is fed into a T5 model [37], an encoder-decoder LLM. We employ Low-Rank Adaptation (LoRA) [21] to learn low-rank
updates for the query and value matrices in all attention layers, while keeping the rest of the parameters frozen. The output of the LLM
yields a probability distribution from which a sentence is generated. To ensure alignment with the target caption (i.e., the caption of the
target image xtrg, which corresponds to the caption of the reference image after incorporating the text modifications), a language modeling
loss is used. The hidden states of the LLM are then projected into a space of embeddings used for retrieval. A retrieval loss term pushes
together the embedding of the target image G(xtrg) and that obtained using the reference image and the modifying text F(xref, t).

and a target text "dog", the model should be able to re-
trieve images of dogs sitting on the grass.

3. Method

In this section, we propose a model to perform an image
search merging text and image inputs in Sec. 3.1. While
this model outperforms alternative approaches by a large
margin, it is trained on a dataset with specific formatting
(see Sec. 4.1). Instead of artificially augmenting the vocab-
ulary seen during training as in Gu et al. [17], we propose
a conversational interface orchestrated by a LLM that can
structure the queries to a format understandable to our mul-
timodal search model.

Sec. 3.2 describes the principles of our approach. The
proposed framework offers a modular architecture that al-
lows interchanging search models with different formatting
constraints while providing enhanced natural language un-
derstanding, a working memory, and a human-like shopping
assistant experience.

3.1. Improved multimodal search

In the CIR problem, a dataset D is composed of triplets with
reference and target image as well as a modifying text, i.e.,
D := {(x(i)

ref ,x
(i)
trg , t

(i))}i∈[n]. The objective is to learn the

transformations

F : xref × t 7→ Ψ ; G : xtrg 7→ Ψ (1)

along with a metric space (Ψ, d) with fixed d : Ψ×Ψ → R
such that

d(F(xref, t),G(xtrg)) < d(F(xref, t),G(x′
trg)) (2)

if xref after applying the modifications described by t is se-
mantically more similar to xtrg than it is to x′

trg [6]. Com-
monly to other works [41, 43, 53], we normalize the space
Ψto the unit hypersphere for training stability, and choose d
to be the cosine distance.

In this work, we use off-the-shelf foundational models
for vision and language to compute the transformation F .
Concretely, we use an architecture similar to BLIP2 [29]
and adapt it for the CIR problem. BLIP2 [29] uses a module
referred to as the Q-Former, which allows ingesting image
features obtained by a powerful feature extractor. These im-
age features provide fine-grained descriptions of the input
product and are transformed into the space of text embed-
dings of a LLM. Then, the LLM processes the fused text
and image embeddings.

The Q-Former consists of two transformer submodules
sharing the same self-attention layers to extract information
from the input text and the image features. The image trans-
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formers also contain a set of learnable query embeddings,
which can be interpreted as a form of prefix tuning [30].

To generate image-only search embeddings using our
model, one simply needs to input the images into the model
and provide an empty string as the input text. Intuitively,
this processes the images without any text modifications. In
other words, we use

G(x) := F(x,"") (3)

We illustrate the proposed architecture for F in Fig. 2.
We use the image part of the CLIP [36] model to obtain
visual features and a T5 model [37] as LLM to process the
modifying text and the visual features processed by the Q-
Former.

We initialize the model using the BLIP2 weights with
all the parameters frozen. The pretrained weights perform
the task of image captioning, which is different from the
task we are trying to solve. Instead, we define a new task
that we refer to as composed captioning. The objective of
this task is to generate the caption of the product that we
would obtain by merging the information of the product in
the input image and the text modifications.

We hypothesize that if the proposed model can solve the
problem of composed captioning, the information captured
by the LLM is enough to describe the target product. In-
tuitively, similarity search happens at a latent space close
to the final text representations, making the CIR problem
closer to the task of text-to-text retrieval. However, as the
proposed model is able to capture fine-grained information
by leveraging powerful visual representations, we are able
to obtain an impressive retrieval performance. This is ex-
pected as the BLIP2 achieves state-of-the-art performance
on Visual Question Answering (VQA) benchmarks, show-
ing that image information can be effectively captured.

To adapt the LLM to this task while retaining its knowl-
edge, we applied LoRA [21] to the query and value matri-
ces of all the self-attention and cross-attention layers of the
LLM. LoRA [21] learns a residual representation on top of
some layers using matrices with low rank. Theoretically,
this is supported by the fact that LLMs adapted to a spe-
cific task have low intrinsic dimension [1], and in practice it
allows training with low computational resources and lim-
ited data. Moreover, only modifying a few parameters re-
duces the risk of catastrophic forgetting, observed in some
studies where full fine-tuning of an LLM decreases the per-
formance compared to using it frozen or fine-tuning it with
parameter-efficient techniques [23, 31].

The hidden states of the T5 decoder are a sequence of
tensors. Instead of using a class-like token as in Koh et al.
[23] to summarize the information along the temporal di-
mension, we perform an average followed by layer normal-
ization [2]. This technique was utilized in EVA [15], which
improves over CLIP [36] in several downstream tasks. The

result is then projected to the embedding dimension using a
ReLU-activated MLP and followed by normalization.

We train the model using a multi-task objective involv-
ing the InfoNCE loss [34], a lower bound on the mutual
information [27], as retrieval term:

LInfoNCE := Ei

[
log

exp (Si,i · τ)∑
j exp (Si,j · τ)

]
Si,j :=

〈
F(x

(i)
ref , t

(i)),G(x(j)
trg )

〉
,

(4)

where τ is a learnable scaling parameter. Practically, given
that our model has many parameters, the maximum batch
sizes we can achieve have an order of magnitude of hun-
dreds of samples. Given that this can affect the retrieval
performance due to a lack of negative samples, we maintain
a cross-batch memory as proposed in Wang et al. [47] and
use it for the computation of Eq. (4).

On top of that, we add a standard maximum likelihood as
a language modeling term LLM. We compute this objective
using teacher forcing [50], based on providing the ground-
truth outputs of previous tokens to estimate the next token,
and cross-entropy loss. The final loss is

L = LLM + ωLInfoNCE , (5)

where ω is a hyperparameter determining the relative im-
portance of the retrieval task.

3.2. Conversational interface

Inspired by Visual ChatGPT [52], we connect a user chat
to a prompt manager that acts as a middle-man to a LLM
and provides it with access to tools. Differently from Wu
et al. [52], these tools are not only to understand and modify
images but also to perform searches with both unimodal and
multimodal inputs.

From the user’s perspective, the proposed frame-
work allows implicitly using a search tool without re-
quiring any input pattern. For example, interacting
with a model like SIMAT [12] could be unintuitive
as it requires two words with the original and target
attributes. We trained our multimodal search model
on Fashion200K [19], which only contains inputs of
the form "replace {original attribute} with
{target attribute}" (see Sec. 4.1). We could for-
mulate this prompt using the same inputs that a model like
SIMAT requires and thus modify them to match the training
distribution of our model.

Since the LLMs can only ingest text information, we add
image understanding tools to provide information about the
images and their content, as well as search tools:

Image search: Image-only search based on CLIP [36]
image embeddings. We use this tool internally when a user
uploads an image to show an initial result to users, which
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may inspire them to write the follow-up queries. The de-
scriptions of the search results are provided to the LLM to
enable Retrieval Augmented Generation (RAG) [26]

Multimodal search: The input of the multimodal search
tool is an image and two text strings expressing the original
and target attributes. We use our model and feed it the Fash-
ion200K [19] prompt created from these attributes.

VQA model: We use the BLIP [28] pretrained base
model1 to facilitate image understanding to the LLM.

Our approach to providing image information to the
LLM is similar to LENS [7], as it is a training-free method
applicable to any off-the-shelf LLM.

3.2.1 Workflow

In this section, we describe the main events in the interface
and the triggered actions.

Start: When a new user starts a new session, we cre-
ate a unique identifier used to set a dedicated folder to store
images and initialize the memory to store the context. The
memory contains a conversation where the lines prefixed
with "Human:" come from the user, and those starting
with "AI:" are outputs of the LLM shown to the user.

Image input: When a user uploads an image, we store it
in the session folder using file names with sequential nu-
merical identifiers, i.e., IMG 001.png, IMG 002.png,
IMG 003.png, etc. Then we add a fake conversation to
the memory:
Human: I provided a figure named {image_filename}. {

description}
AI: Provide more details if you are not satisfied with

the results.

where description is the text output of the search ac-
tion.

Search: Every time a search tool is used, the results are
shown to the user in a carousel of images. Additionally, we
add the following information to the memory that will be
provided to the LLM once invoked
Top-{len(image_descriptions)} results are: {

image_descriptions}.

which contains the descriptions of the top retrieved images.
These details help the LLM understand the fine-grained
details (e.g., brand, product type, technical specifications,
color, etc.) and the multimodal search intention. We can in-
terpret this as a form of RAG [26]. RAG is based on using
an external knowledge base for retrieving facts to ground
LLMs on the most accurate and up-to-date information.

Text input: Every time the user provides some text in-
put, we invoke the LLMthrough the prompt manager. In this
stage, the LLM can communicate directly to the user or use
special formatting to call some tools. If the LLM wants to

1https://huggingface.co/Salesforce/blip- vqa-
base

perform a multimodal search, it can typically find the target
attribute in the text input, which only needs to be format-
ted and simplified. However, in most cases, the original at-
tribute is not included in the input text as it is implicit in the
image. Generally, the descriptions contain enough informa-
tion to perform the query. Otherwise, the LLM can use the
VQA model to ask specific questions about the image.

3.2.2 Prompt manager

The prompt manager implements the workflow described in
the previous section and empowers the LLM with access to
different tools. The tool calls are coordinated by defining a
syntax that processes the output of the LLM and parses the
actions and the text visible to the user in the chat.

Every time the LLM is triggered, the prompt manager
does so with a prompt that includes a description of the task,
formatting instructions, previous interactions, and outputs
of the tools.

We crafted a task description that specifies that the LLM
can ask follow-up questions to the customers if the search
intents are unclear or the query is too broad. In the prompt,
we also include examples of use cases written in natural
language. The formatting instructions describe when the
LLM should use a tool, which are the inputs, how to obtain
them, and what are the tool outputs.

For each tool, we have to define a name and a description
that may include examples, input and output requirements,
or cases where the tool should be used.

In this work, we test two prompt managers:
Langchain [9]: We take the Langchain prompts from

Visual ChatGPT [52] and adapt them to our task. The syn-
tax to use a tool is:
Thought: Do I need to use a tool? Yes
Action: Multimodal search
Action Input: IMG_001.png;natural;black

Our prompt manager: Inspired by the recent success
of visual programming [18, 44], we propose to use a syntax
similar to calling a function in programming languages:
SEARCH(IMG_001.png;natural;black)

In Fig. 1, we illustrate an example of a conversation and
the actions that the prompt manager and the LLM trigger.

Visual programming typically performs a single call to
a LLM, and the output is a single action or a series of ac-
tions whose inputs and outputs can be variables defined on
the fly by other functions. While Langchain [9] allows per-
forming multiple actions, it requires executing them one at
a time. When the LLM expresses the intention to use a
tool, Langchain calls the tool and prompts the LLM again
with the output of such a tool. The visual programming
approach only invokes the LLM once, saving latency and
possible costs attributed to API calls. However, in visual
programming, the LLM cannot process the output of tools
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Table 1. Quantitative results: Recall@k on the Fashion200K
dataset [19]. Our method is able to successfully fuse image and
text information and generate a representation that is useful to cap-
tion the resulting image and generate an embedding for retrieval
purposes. Best results shown in boldface.

Method ↓ R@10 R@50 Average

RN [42] 40.5 62.4 51.4
MRN [22] 40.0 61.9 50.9
FiLM [35] 39.5 61.9 50.7
TIRG [46] 42.5 63.8 53.2
CosMo [25] 50.4 69.3 59.8
FashionVLP [16] 49.9 70.5 60.2
VAL [10] 53.8 73.3 63.6

Ours 71.4 91.6 81.5

but only use their outputs blindly. For the sake of simplic-
ity, we restrict the custom prompt manager to handle single
actions, but this could easily be extended following Gupta
and Kembhavi [18], Surı́s et al. [44].

Additionally, we propose to include Chain-of-Thought
(COT) [24, 49, 54, 55]. COT is a technique that enforces
that the LLM reasons about the actions that should be taken.
This simple technique has reportedly found numerous ben-
efits. Following the example above, the complete output
expected by the LLM would be as follows:
Thought: I can see that human uploaded an image of a

deep v-neck tee. From the results, the color of the
tee is natural. The user wants the color to be

black instead. I have to call search.
Action: SEARCH(IMG_001.png;natural;black)

While Langchain and our prompt manager use the spe-
cial prefix "Thought" to handle certain parts of the query,
their purposes are distinct. In Langchain, the prefix is
used to parse lines in the LLM output. If a line starts
with this prefix, Langchain expects to find the question
"Do I need to use a tool?" followed by "Yes"
or "No", indicating whether a tool should be used. In con-
trast, our novel prompt manager does not impose any spe-
cific format on lines starting with the "Thought" prefix.
Instead, these lines are solely dedicated to incorporating
COT reasoning.

4. Experiments
4.1. Multimodal search on Fashion200K

Implementation details: We use the Flan T5 XL model
[11], which is a 3 billion parameter LLM from the T5 family
[37], finetuned using instruction tuning [48]. We obtain the
visual features with CLIP-L model [36], a model with patch
size 14 and 428 million parameter. In total, the model has
around 3.5 million parameter, which requires splitting the
model across different GPUs for training. Concretely, we
use 8 NVIDIA V100 GPUs.

LoRA is performed with a rank of r = 16, scaling
α = 32 and dropout of 0.5 on the query and value matrices
of the attention layers of the LLM. The hidden represen-
tation obtained from the LLM is transformed with a linear
layer of size 1024, passed through a ReLU activation, and
then transformed with another linear layer that yields an em-
bedding of size 768. Such an embedding is normalized to
have unit norm and used for retrieval.

We optimize the model with AdamW [33] with a learn-
ing rate of 10−5 and weight decay of 0.5 for a total of 300
epochs. The learning rate is linearly increased from 0 to
the initial learning rate during the first 1000 steps. We set
the weight of the language modeling loss as ω = 1. The
effective batch size considering all the GPUs is 4,096, and
the total number of embeddings included in the cross-batch
memory Wang et al. [47] is 65,536.

Dataset: The Fashion200K [19] is a large-scale fash-
ion dataset crawled from online shopping websites. The
dataset contains over 200,000 images with paired prod-
uct descriptions and attributes. All descriptions are
fashion-specific and have more than four words, e.g.,
“Beige v-neck bell-sleeve top”. Similarly to Vo et al.
[46], text queries for the CIR problem are generated by
comparing the attributes of different images and find-
ing pairs with one attribute difference. Then, a query
is formed as "replace {original attribute}
with {target attribute}".

When trained on Fashion-200K [19], our method
achieves state-of-the-art results, improving the retrieval per-
formance of competitive methods by 20% recall at positions
10 and 50. Tab. 1 includes the comparison with some of the
CIR methods reviewed in Sec. 2 [10, 16, 25, 46], as well as
the visual reasoning-based baselines RN [42], MRN [22],
and FiLM [35].

One of the reasons is that the model can exploit the im-
age and text understanding prior of a foundational model
that can perform image captioning, and adapt it for the re-
lated task of composed captioning. The hidden representa-
tions of the model contain enough information to describe
the target image and are effectively used for that purpose.
Adapting to this new task becomes easier given the specific
formatting of the modifying text, which facilitates extract-
ing the important parts of the query.

The results show that it is possible to distill knowledge
from a large vision and language model trained on large-
scale datasets. While our model has billions of parameters,
which is far more than the other models, we are able to learn
a new task similar to the ones that the pretrained model
could solve with only learning a few parameters consisting
of a very small percentage of the total model size.

We include some qualitative examples in Fig. 3. These
show that our model can successfully incorporate text in-
formation and modify the internal description formed about
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(a) Successful examples (b) Failure examples

Figure 3. Qualitative results: Examples of queries of the Fashion-200k dataset [19] and the 4 best matches. The correct matches are
shown in green and incorrect ones in red. In the succesful examples, we can see that our proposal is able to incorporate modifications to
the input product involving changes to color and material among others. Despite not retrieving the correct products in the failure examples,
almost all the retrieved images satisfy the search criteria.

the input image. The successful results in Fig. 3a show that
the proposed model retrieves visually similar and can incor-
porate modifications of different attributes such as the color
and the material.

The failures in Fig. 3b show that all the first retrieve re-
sults satisfy the search criteria, with some of them even be-
longing the same product. This hints at our model having
an even better performance in practice than what the bench-
mark reflects.

Overall, we can see from all the qualitative examples that
all the top-ranked results are relevant. The only exception
is the inclusion of the reference image, which is a common
error in retrieval systems given that the search embedding is
computed from such an image.

4.2. Search interface

One of the key drivers of performance is based on refor-
mulating the examples. While the examples in Langchain
are written using natural language, we advocate for using
LLM model instructions. In this sense, the examples con-
tain exactly the input that the LLM would receive including
the product type, top-k product titles, and user input. Such
examples also contain the expected model output including
the COT reasoning and the action itself. This reinforces the
format instructions and the benefits of RAG.

Note that the proposed reformulation introduces some
redundancy w.r.t. the Langchain formatting instructions.
Additionally, it requires to allocate much more space for
examples. Despite these considerations, we find our ap-
proach beneficial. For a fair comparison, we also limit the
full prompt to fit the context of the smallest LLM and em-
pirically find that allocating more space to examples is ben-

eficial even if this is at the cost of removing the prefix.
We tested different LLMs for the search in-

terface. Among all, GPT-3 [8], concretely the
text-davinci-003 model, was empirically found
to be the best performing. Fig. 4 shows an example of our
conversational interface displaying a real example in which
composed retrieval is performed.

Besides GPT-3 [8], we compared different open-source
models from the transformers library [51]. Surpris-
ingly, these models performed poorly. Digging into the out-
puts of the LLMs we could see that one of the failure cases
of Fastchat [56] had the following output:
Thought: Do I need to use a tool? Yes
Action: Multimodal altering search
Action Input: image_file: IMG_001.png, attribute value

of the product in the image: chair, desired
attribute value: sofa

While the former contains the correct action to take and
the correct inputs, i.e. image file, negative text and positive
text, it is not correctly formatted for Langchain. Instead,
GPT-3 [8] is able to generate a correctly formatted output:
Thought: Do I need to use a tool? Yes
Action: Multimodal altering search
Action Input: IMG_001.png;chair;sofa

This example shows that FastChat [56] has the knowl-
edge to perform a successful query but struggles to use the
complicated formatting of Langchain. This example is the
main motivation why we developed the novel prompt man-
ager in Sec. 3.2.2.

5. Limitations
The model in Sec. 3.1 can achieve an impressive perfor-
mance on Fashion200K. As discussed in Sec. 4.1, the char-
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Figure 4. Proposed conversational multimodal search system: In this example, the user uploads an image from the Fashion200K dataset
[19] and provides text input intending to search an a dress similar to the product in the image but in a different color. An LLM, specifically
GPT-3 [8], processes the user’s prompt and invokes our novel multimodal search model with the uploaded image and a formatted text
query. The desired attribute indicated by the user is “beige”, which can be inferred from the text input. The original attribute is required
by the prompt used during the training of our model and is correctly identified by the LLM as “gray”. In this case, the LLM can obtain
this information leveraging the RAG based on obtaining the product descriptions of the first matches using image search with the uploaded
picture. The conversational nature of the interactions with the user offers an improved search experience.

acteristics of this dataset are ideal for our model to excel but
may hinder generalizing to natural language queries. This
is solved with our conversational interface, but the current
setup is restricted to modifying a single attribute at a time.

Using hard prompts to encode the task description is sim-
ple and applicable to black-box models such as LLMs ac-
cessed through an API. However, it reduces the effective
context length of LLMs and requires prompt engineering,
which is a tedious process.

Although LLMs have a large context size, the prompt
yields an effective input size that is relatively small, and
the memory rapidly fills up. In practice, the memory gets
truncated if conversations are too long, hence discarding the
first interactions.

6. Conclusions
This paper presents a comprehensive pipeline to perform
image retrieval with text modifications, addressing the CIR
problem. Our novel composed retrieval model, built upon

the BLIP2 architecture [28] and leveraging LLMs, has
demonstrated superior performance on the Fashion200K
dataset [19] compared to previous models.

In this work, we also describe the integration of LLMs
into a search interface, offering a conversational search as-
sistant experience that enhances user interaction. We im-
plement a prompt manager to enable using small LLMs and
incorporate the COT [24, 49] and RAG [26] techniques to
improve system performance.

Our experiments underscore the importance of address-
ing inherent challenges in multimodal search, including en-
hancing matching capabilities and handling ambiguous nat-
ural language queries.
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