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Abstract

Recent studies have revealed severe privacy risks in fed-
erated learning, represented by Gradient Leakage Attacks.
However, existing studies mainly aim at increasing the pri-
vacy attack success rate and overlook the high computa-
tion costs for recovering private data, making the privacy
attack impractical in real applications. In this study, we
examine privacy attacks from the perspective of efficiency
and propose a framework for improving the Efficiency of
Privacy Attacks in Federated Learning (EPAFL). We make
three novel contributions. First, we systematically evaluate
the computational costs for representative privacy attacks
in federated learning, which exhibits a high potential to op-
timize efficiency. Second, we propose three early-stopping
techniques to effectively reduce the computational costs of
these privacy attacks. Third, we perform experiments on
benchmark datasets and show that our proposed method
can significantly reduce computational costs and maintain
comparable attack success rates for state-of-the-art privacy
attacks in federated learning. We provide the codes on
GitHub at https://github.com/mlsysx/EPAFL.

1. Introduction

Federated Learning (FL) follows a decentralized approach
to train Machine Learning (ML) models by transmitting
gradients and avoiding sharing private user data. These
methods have gained huge popularity in recent years in the
computer vision domain due to their privacy-preserving ca-
pabilities for training vision models. They are especially
useful in cases where training data is highly sensitive and
should not be shared over the internet, e.g., healthcare
[10, 25] and finance [19, 33] data. In practice, FL. mod-
els [13, 20] are trained on edge devices (e.g., smartphones,
IoT devices), where only the gradients are uploaded to the
central server and aggregated to update the global model.
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Figure 1. Visualization of Privacy Attack

The updated global model will be sent back to the client
devices for the next round of training. However, several re-
cent studies have revealed that FL is vulnerable to various
security risks and privacy attacks, such as data poisoning
attack [26, 32], model poisoning attack [5], model hijack-
ing [2, 23], GAN-based attack [40], backdoor attack [1],
and gradient leakage attack [43]. In particular, the gradient
leakage attack has received growing attention [29, 41, 43].
Though training data are not shared directly in FL, the input
data and labels can still be extracted from the shared gradi-
ents. This phenomenon is known as the gradient leakage at-
tack, which puts the privacy guarantee of FL into question.
The gradient leakage attacks initialize dummy data and cal-
culate the dummy gradients from these data. Then the dis-
tance between actual and dummy gradients is minimized
through an iterative process to update the dummy data so
that the dummy data will gradually become similar to the
private data. Following this approach, the gradient leakage
attack was first proposed in [43] to reconstruct training data
from shared gradients. Subsequently, an improved gradient
attack was shown in [41] where both data and labels can be
reconstructed with very high accuracy.

Most existing studies [29-31, 41, 43] on gradient leakage
attacks mainly focus on achieving a higher Attack Success
Rate (ASR) and/or better reconstruction quality of private
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training data. Gradient leakage attacks primarily leverage
a pre-defined fixed number of iterations to recover private
training data, lacking the adaptability to improve the pri-
vacy attack efficiency. For example, Figure | visualizes
the privacy attack process on two image examples from
MNIST [15] (first two rows) and two image examples from
CIFAR-10 [14] (bottom two rows) datasets for 100 itera-
tions. We observe that different numbers of iterations are
required to successfully recover different images. It incurs
unnecessary computational costs to perform privacy attacks
for the entire pre-defined number of iterations, potentially
rendering these attacks ineffective under time constraints.
On the other hand, efficient privacy attacks can also facil-
itate the quick design and evaluation of defense strategies.
However, very few studies have studied the efficiency chal-
lenges of privacy attacks. Several open challenges remain
to be addressed: (1) how to optimize the privacy attack ef-
ficiency without compromising the attack effectiveness and
(2) how to determine the adequate number of iterations re-
quired to successfully recover private training data.

In this paper, we present a holistic framework to im-
prove the Efficiency of Privacy Attacks in Federated Learn-
ing (EPAFL). First, we examine the computational costs of
various privacy attacks to identify prospects for improving
the efficiency of these attacks. Second, we provide different
early stopping techniques in EPAFL to dynamically adjust
the number of iterations required for reconstructing private
data, which significantly reduces the data reconstruction
costs. Third, we perform comprehensive experiments on
two benchmark datasets (MNIST [15] and CIFAR-10 [14]),
which demonstrates that EPAFL can effectively optimize
the efficiency of privacy attacks.

2. Related Work
2.1. Federated Learning

Traditional centralized machine learning typically trains
models on a single server using private data. This prac-
tice not only entails high computation requirements of the
server but also poses high risks of leaking private data. With
the increasing size and cost of deep learning models and
the introduction of stringent privacy regulations, distributed
machine learning [4, 12, 13, 16, 20, 24, 36, 37], represented
by Federated Learning (FL) [13, 16, 20], emerged to meet
these demands, where the computational power of multiple
computing nodes (e.g., edge devices) are utilized for train-
ing a global ML model. In FL, the local models are trained
on client devices using private data and only the gradients
are uploaded to the server. Upon receiving these gradients,
the server aggregates them and updates the global model
following an aggregation algorithm [17, 18,21, 22, 27]. The
updated global model is then distributed to the client de-
vices to continue the next round of local training. As train-

ing data is not directly shared with the server, FL preserves
the confidentiality of sensitive private data. This approach
has been adopted in several real-world cases to protect data
privacy, such as building predictive models for medical di-
agnosis [3, 9], analyzing customer data for credit card fraud
detection [38], and training personalized models for next-
word prediction in keyboards [7].

2.2. Privacy Attacks in Federated Learning

Recent studies have investigated privacy risks in FL and
showed that the privacy of training data can be easily com-
promised through shared gradients [29, 41, 43]. Gradient
leakage attack is first proposed in [43] to recover private
training data by minimizing the Lo distance between ac-
tual and dummy gradients. An improved gradient leakage
attack is introduced in [41] where labels are also recon-
structed with very high accuracy. Another privacy attack
is proposed in [40] where the input images are initialized
using GAN models to keep dummy inputs closer to the ac-
tual inputs. The generalizability of these privacy attacks
can be improved by utilizing different distance loss func-
tions [0, 28]. For example, [6] leverages the cosine sim-
ilarity to measure the gradient difference between actual
and dummy data, and [28] introduces a weighted Gaussian
kernel-based distance function. A few studies have made
efforts to design new loss functions, such as adding regu-
larization terms [29, 39]. In addition, a recursive gradient
attack is proposed in [42], which performs better than the
optimization-based attacks. Though most of the aforemen-
tioned studies use a single input to demonstrate privacy at-
tacks, a few studies also suggest methods for the reconstruc-
tion of batch data [8, 39], which enhance the single-input
attacks and show that private training data can be recovered
even after utilizing a very large batch size.

These existing studies have been focused on increasing
the attack success rate for improving the gradient leakage
attacks. None of these studies have evaluated the attack
performance in terms of the reconstruction costs. Although
these privacy attack methods can maintain high reconstruc-
tion quality, we observe that they can be further optimized
by reducing the computational costs.

3. Problem Statement
3.1. Federated Learning

The objective of Federated Learning (FL) is to train a model
in a distributed manner without sharing the private training
data, where only the gradients are transmitted to the central
server [20]. A global model is built by the server from the
gradients shared by the clients. At round r, the server first
sends the global model [, to a randomly selected subset
of clients K. Each of these clients has its own local dataset
{(Xk, Yi)H< ,. The clients calculate their local gradients
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Vw, L of the loss function L on their local dataset (X}, Yy),
update their local models Fyy,, and send the gradients to
the server. Finally, the server aggregates the gradients and
updates the global model for the next round of FL training
as Formula 1 shows.

K
T T n
Frt :FW—aZfVWkL (1)
k=1

where « is the global learning rate, nj represents the num-
ber of samples in (X, Yy ) from client &, and n is the total
number of samples from all the selected clients.

3.2. Gradient Leakage Attack

Federated Learning may not guarantee data privacy even
without sharing private training data. The gradient leak-
age attack is an optimization-based privacy attack that can
fully reconstruct private training data from shared gradi-
ents [29, 41, 43]. After receiving the gradients, the ad-
versary (e.g., an honest-but-curious server) can initialize
dummy data, and match the dummy data to the real private
training data by minimizing the distance between real and
dummy gradients. The adversary minimizes the following
objective (Formula 2) to closely approach the actual private
data (z,y) with the dummy data (z', /).

7;}2;1 IVwL(Fw(z'),y') = VwL(Fw(z),p)l> ()

During the attack, the dummy gradients are optimized
through an iterative process to minimize the loss, which
measures the gradient difference between the dummy and
private data. Our EPAFL framework can effectively monitor
the loss and adapt the actual number of iterations I for per-
forming privacy attacks, which can effectively reduce the
total execution time cost.

3.3. Threat Model

The goal of the gradient leakage attack is to steal the private
training data of the clients from the gradients. We assume
that the server is honest in following the FL protocols but
curious to access clients’ private training data. The adver-
sary (server) receives the local gradients after local training
and updates the global model. However, it may attempt to
perform gradient leakage attacks on the shared gradients to
reconstruct clients’ private training data. It initializes ran-
dom dummy data and puts the dummy data into the global
model. Then the corresponding dummy gradients are cal-
culated. The adversary optimizes the distance-based loss
function between the dummy gradients and the shared gra-
dients from private data to iteratively update dummy data
to approximate the actual private data. We found that the
privacy attack converges fast with only a small number of
iterations, far from reaching the pre-defined total number of
iterations, leaving a huge potential to optimize the privacy
attack efficiency.

4. Methodology
4.1. Attack Method

The goal of the privacy attack is to reconstruct private train-
ing data sample z € X and label y € Y from the shared
gradients. The gradient Vyy L is calculated and shared after
training the local model Fy on (x,y). The model param-
eters VW are optimized using the training loss function L.
We first randomly initialize the dummy input data x’. Then
we predict the label 3’ to recover a private training sample
x. We follow the method suggested in [41] for finding the
true label. The sign of the gradient corresponding to the true
label logit in the output layer is opposite to the sign of the
gradient of other output layer logits. For a neural network
with [ layers, the label 4’ can be predicted in Formula 3.

VW VW] <0,Vj#i 3)

where VW/ is the gradient of the weight W, on the it logit
of the output layer, corresponding to label .

Then we calculate the dummy gradients as Formula 4
shows.

y =i s.t.

VW' = Vi L(Fiw (2'). /) @

Upon obtaining the dummy gradients, the distance be-
tween the actual gradient and the dummy gradient is itera-
tively minimized to gradually update the dummy data to ap-
proach the real private data. A distance-based loss function
is utilized to facilitate this process. In this study, we use
the Euclidean distance between VW (shared gradients on
private data) and VW’ (dummy gradients) as the distance
function Dist in Formula 5.

Dist(VW',VW) = [|[VW' — VIV|? ()

The following objective (Formula 6) is adopted to re-
cover the private training data.

min Dist(VW' VW) (6)
z/,y’
Here, the dummy data can be updated by using an op-
timizer, such as SGD with a learning rate 7, to reconstruct
the private training sample « as shown in Formula 7.

., ODist(VW',VWV)
=2 —n 7
X

@)
4.2. Overview of EPAFL

The main objective of our EPAFL framework is to en-
hance the efficiency of privacy attacks so that private data
can be reconstructed in fewer iterations and in less exe-
cution time. Figure 1 visualizes the privacy attack results
on four image samples. Here, we observe that private data
can be successfully reconstructed in much fewer iterations
than the pre-defined 100 iterations. We also plot the loss
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Figure 2. Loss vs. Iterations for Three MNIST (left) and Three
CIFAR-10 (right) Samples

Algorithm 1 Privacy Attack with Hybrid Early Stopping

Input: F(z,W): Differentiable model, VW: Gradients
obtained from local training on private data (z,y), M:
Monitored metrics distance loss, N: Maximum number of
iterations, T": Threshold, P: Patience, n: Attack learning
rate
Output: Reconstructed training sample (2, y')
Initialize: 2’ < N(0,1)

1: Calculate the dummy label:

2y «—j st. VW/.VW}F<0,Vk+#j

3: for i from 1 to N do
Calculate the dummy gradient:
VW'« Vw L(Fw(z'),y)
Calculate the distance between dummy gradient
VW' and actual gradient VIV:

7. Dist(VW/,VW) «+ ||[VW' — VIV||?

8:  Update dummy data: /

9. 7 e 2 — naDzst(gr// ,VW)
10:  Apply threshold-based early stopping:
11:  early_stop < Is-Below-Threshold(M,T)

EAN A

12:  if early_stop == true then
13: I+ 1

14: break

15 endif

16:  Apply plateau-based early stopping:
17:  early_stop < Is-Trapped-On-Plateau(M, P)
18:  if early_stop == true then

19: I+
20: break
21:  endif
22: end for

23: return (2/,y")

curves in Figure 2. We find that the loss will stop improv-
ing after a certain number of iterations as marked by the red
dashed lines. This indicates that the privacy attack process
can be terminated before the pre-defined number of itera-
tions. The key challenge here is how to determine when
to stop the privacy attack, which motivates us to investi-
gate early-stopping techniques in this study. Early-stopping
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Figure 3. Architecture Overview of EPAFL

techniques hold the potential to terminate the privacy at-
tack procedure as soon as the loss stops improving and re-
duce the execution time costs of privacy attacks. Figure 3
presents the architecture overview of the proposed frame-
work EPAFL, which leverages status monitors, e.g., mon-
itoring data reconstruction loss, and applies various early
stopping techniques to significantly enhance the Efficiency
of Privacy Attacks in FL.

We propose an efficient privacy attack method in Algo-
rithm 1. Here, various early stopping strategies are em-
ployed based on the distance loss to establish effective con-
ditions for terminating the privacy attack early without com-
promising the quality of reconstructed data. EPAFL mon-
itors the loss values to determine whether to run the pri-
vacy attack for the pre-defined fixed number of iterations
N or stop the attack process after the required number of
iterations . In this section, we primarily describe three dif-
ferent early stopping techniques that we have investigated
using EPAFL: (1) threshold-based technique, (2) plateau-
based technique, and (3) their combination.

4.2.1 Threshold-based Early Stopping

An intuitive method for early stopping is to termi-
nate the privacy attack procedure when the recon-
struction loss is below a threshold. The function
Is-Below-Threshold(M,T) takes two arguments: the
monitored metric value M, such as the loss value, and a
threshold value 7', and checks if the monitored metric is
below the predefined threshold 7T'. If M < T, the privacy
attack will be terminated. Otherwise, the privacy attack will
continue until reaching the pre-defined number of iterations
N. The threshold value T should be chosen carefully as
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Algorithm 2 Is-Trapped-On-Plateau
procedure Is-Trapped-On-Plateau(M, P)
Input: M: Monitored metrics, P: Patience
Output: Early stop decision
Initialize:
wait < 0
plateau_start < false
early_stop + false
Mbest — 00
1: for i from 1 to P do
2 if M; < M., then
3 Mpest < M;
4 wait < 0
5: plateau_start < false
6
7
8
9

else
wait < wait + 1
plateau_start < true
end if
10: end for
11: if wait == P and plateau_start == true then
12:  early_stop < true
13: end if
14: return early_stop
15: end procedure

very small values of 7" may not stop the privacy attack pro-
cedure timely. On the other hand, a very large threshold (T)
may reduce the execution time at the cost of poor quality of
the reconstructed data.

4.2.2 Plateau-based Early Stopping

Plateau detection is another effective technique for ap-
plying early stopping and enhancing the efficiency of deep
learning training [11, 34, 35]. Plateau-based early stop-
ping monitors the loss value for multiple consecutive iter-
ations. Given that the loss values tend to oscillate, the loss
value may not be stable during the privacy attack proce-
dure. Hence, we set a patience value P which indicates
how many consecutive iterations the loss will be monitored
for before stopping the privacy attack process. If there is no
improvement in the loss for several consecutive iterations,
the privacy attack will be terminated. Algorithm 2 shows
the procedure for the plateau-based early-stopping. It takes
two arguments: the monitored metric value M (e.g., the
loss value) and patience P. When the loss M; in iteration ¢
becomes larger than or equal to the lowest loss Mg, the
algorithm starts monitoring the loss for P successive itera-
tions, e.g., for 10 iterations, and checks if the loss is trapped
on a plateau. If the loss stagnates, indicating no improve-
ments in data reconstruction, the privacy attack will be ter-
minated. Otherwise, the privacy attack will continue until

the next detection of loss plateau or reaching the pre-defined
number of iterations. The patience value P should be cho-
sen carefully as very small values of P may stop the privacy
attack too early and impair the data reconstruction quality.
On the other hand, very large values of P may result in high
execution costs.

4.2.3 Hybrid Early Stopping

In our experiments, we observe that for unsuccessful pri-
vacy attacks, the loss value often stagnates at a higher
value than the threshold, which may not be terminated early
by only using the threshold-based method. On the other
hand, when the loss is already below the pre-defined thresh-
old with a loss very close to 0, the plateau-based method
still requires P iterations before terminating the privacy at-
tack process, leading to unnecessary execution time costs.
Hence, we combine both threshold-based and plateau-based
early-stopping techniques to form a hybrid method. This
hybrid early-stopping method keeps track of the loss and
terminates the privacy attack procedure when any early-
stopping condition is met. Algorithm 1 shows this hybrid
early stopping technique. Integrating two early-stopping
techniques can harness the advantages of both threshold-
based and plateau-based early-stopping techniques and sig-
nificantly enhance privacy attack efficiency.

5. Experimental Analysis
5.1. Experimental Setup

We implement EPAFL with PyTorch and perform ex-
periments on two benchmark image datasets, MNIST
dataset [15] of image size 28x28 and CIFAR-10
dataset [14] of image size 32x32. We use the following
configurations for performing the experiments. The learn-
ing rate =1.0 for the LBFGS optimizer. We utilize an un-
trained LeNet [15] to conduct the experiments. To initialize
the weights of the neural network, we follow a uniform dis-
tribution with values ranging from -0.5 to 0.5. The dummy
data are generated using a Gaussian distribution. We ran-
domly choose a subset of 100 samples from the dataset and
perform gradient leakage attacks on those samples. The
maximum number of iterations N is set as 300, implying
that if the reconstruction process does not stop earlier, the
privacy attack will run for 300 iterations for each sample.

5.2. Threshold-based Early Stopping

First, we perform experiments by setting different values as
the threshold for the loss. In this case, the privacy attack
will be stopped after the loss goes below a certain threshold
T'. In the first step, we take a small number of samples and
perform gradient attacks on them to empirically choose the
appropriate threshold values for the experiments. To study
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MSE SSIM | Reconstruction | Iterations | Iterations | Iterations | Iterations
Dataset | Threshold | ASR |y oy | (ave) Time (s) (Max) (Min) | (Ave.) (SD)
0.001 0.65 0.001 0.9579 125.26 18 5 7.4 2.154
MNIST 0.0001 0.68 0.0001 0.9694 183.84 15 6 9.44 2.165
0.00001 0.74 | 2.955e-05 | 0.977 281.85 24 8 12.72 3411
0.000001 | 0.79 | 3.576e-05 | 0.9787 371.03 34 9 15.15 4.984
0.001 0.14 0.0054 0.9354 234.65 71 37 49 9.769
CIFAR-10 0.0001 0.55 0.001 0.9674 1525.31 124 54 78.22 16.466
0.00001 0.74 0.0002 0.9874 3050.43 284 66 114.88 31.76
0.000001 | 0.72 | 4.434e-05 | 0.9956 3763.76 300 82 180.42 81.833
Table 1. Privacy Attack Performance under Different Thresholds (Threshold-based Early Stopping)
Dataset Patience | ASR MSE SSIM Reco.nstruction Iterations Iterat.ions Iterations | Iterations
(Avg.) (Avg.) Time (s) (Max) (Min) (Avg.) (SD)
5 0.82 | 1.833e-07 | 0.9823 313.68 45 20 26.44 4.758
MNIST 10 0.80 | 9.371e-07 | 0.983 327.91 95 23 32.41 8.502
15 0.84 | 3.526e-05 | 0.9824 361.38 63 28 37.35 6.062
5 0.69 | 2.745e-05 | 0.997 2598.12 280 106 175.04 41.19
CIFAR-10 10 0.69 | 4.78¢-05 | 0.9956 297491 300 105 180.01 49.35
15 0.71 | 4.139¢-05 | 0.996 4031.03 300 110 185.51 49.87

Table 2. Privacy Attack Performance under Different Patience Values (Plateau-based Early Stopping)

the impact of the threshold-based early stopping on Attack
Success Rate (ASR), we check whether the SSIM (Struc-
tural Similarity Index Measure) is above 0.9. In this way, we
ensure that the reconstruction quality is consistently main-
tained. A higher threshold results in a lower SSIM as the
privacy attacks stop earlier before fully reconstructing the
private training samples. On the other hand, a lower thresh-
old results in higher computational costs. The privacy attack
continues until the loss is very small, where the reconstruc-
tion time and number of iterations increase. Based on this
observation, we choose four different threshold values to
perform the experiments.

Table 1 shows the impact of varying the threshold values
on the privacy attacks. We make three interesting observa-
tions. First, the attack success rate (ASR) is affected by the
specific threshold value. We find that the ASR increases as
the threshold decreases. For the MNIST dataset, the lowest
ASR is 65%. However, the lowest ASR for CIFAR-10 is
14% when the threshold is set to 0.001. We attribute this
observation to the high complexity and rich content of the
CIFAR-10 dataset. As a large number of iterations are re-
quired to reconstruct CIFAR-10 samples, stopping too early
may result in lower ASR. Second, the MSE (Mean Squared
Error, computed as an average over all samples) is quite
low for all thresholds, which indicates that the distance be-
tween actual and dummy data can be minimized even af-
ter applying threshold-based early stopping. The average
SSIM is above 0.93 for all thresholds, implying that good
reconstruction quality can be achieved within a small num-

ber of iterations. Third, applying a threshold for early stop-
ping heavily influences the reconstruction time and num-
ber of iterations. For example, 79% of samples from the
MNIST dataset can be successfully reconstructed in only
371.03 seconds and 15 iterations on average. The over-
all reconstruction time is very low, ranging from 125.26
to 371.03 seconds for MNIST and 234.65 to 3763.76 sec-
onds for CIFAR-10. The results suggest that selecting a
proper threshold can significantly improve privacy attack
efficiency by reducing computational costs.

5.3. Plateau-based Early Stopping

In this set of experiments, we evaluate the performance
of the plateau-based early stopping by detecting the loss
plateau. If the loss does not improve for a few consecutive
iterations (specified by patience P), we terminate the recon-
struction process early to reduce the computational costs.
We choose {5, 10, 15} as patience values to investigate the
impact of this early-stopping technique.

Table 2 presents the impact of different patience values
on the computational costs and performance of the privacy
attacks. We highlight two interesting observations below.
First, the plateau-based early stopping performs better than
the threshold-based technique (in Table 1) in terms of ASR
and SSIM. For the MNIST dataset, the ASR is above 80%
for all patience values, which indicates that this technique
works well for reconstructing most of the samples. We ob-
serve that the ASR is significantly higher for both datasets
when patience is set to 15. The SSIM is also very high
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Patience | Threshold | ASR MSE SSIM Reco.nstruction Iterations Iterat.ions Iterations | Iterations
(Avg.) (Avg.) Time (s) (Max) (Min) (Avg.) (SD)
0.001 0.60 0.001 0.9596 126.64 18 5 7.62 2.346
5 0.0001 0.67 0.0002 0.9686 185.75 36 6 9.70 3.879
0.00001 0.77 | 1.755e-05 | 0.9738 287.27 33 7 12.43 3.859
0.000001 | 0.80 | 3.692e-05 | 0.9776 369.20 35 9 15.29 5.146
0.001 0.62 0.0009 0.96 115.75 13 5 7.21 1.815
10 0.0001 0.70 0.0001 0.9668 191.88 37 6 9.94 4.157
0.00001 0.76 | 3.438e-05 | 0.9745 285.23 26 8 12.62 3.479
0.000001 | 0.76 | 6.235e-05 | 0.9799 402.05 59 9 17.17 7.116
0.001 0.62 0.0008 0.9596 114.35 16 5 7.24 1.775
15 0.0001 0.66 0.001 0.966 228.93 77 6 12.24 10.07
0.00001 0.80 | 3.736e-05 | 0.9715 274.73 20 8 12.04 2.799
0.000001 | 0.83 | 2.309e-05 | 0.9786 389.58 38 9 15.58 5.109
Table 3. Privacy Attack Performance under Different Thresholds and Patience Values (Hybrid Early Stopping, MNIST)
. MSE SSIM | Reconstruction | Iterations | Iterations | Iterations | Iterations
Patience | Threshold | ASR |00y | (Ave) Time (s) (Max) (Min) (Avg.) (SD)
0.001 0.16 0.006 0.934 289.34 88 38 50.31 12.128
5 0.0001 0.57 0.001 0.9626 1624.35 300 51 84.96 36.559
0.00001 0.70 0.0002 0.9898 2895.69 230 71 120.66 40.117
0.000001 | 0.71 | 4.706e-05 | 0.9955 3766.06 300 81 163.46 60.82
0.001 0.13 0.005 0.9386 193.34 62 37 47.54 8.044
10 0.0001 0.55 0.001 0.9642 1422.47 123 53 79.22 15.161
0.00001 0.75 0.0002 0.9873 2926.45 248 60 117.71 36.764
0.000001 | 0.72 | 6.909e-05 | 0.9968 3754.77 300 90 162.28 51.827
0.001 0.16 0.005 0.9318 241.86 66 37 47.06 7.521
15 0.0001 0.58 0.001 0.9672 1581.15 166 55 80.66 20.529
0.00001 0.66 0.0002 0.9906 2718.70 300 67 121.56 48.399
0.000001 | 0.80 | 5.009e-05 | 0.9943 4778.28 300 76 166.35 54.68

Table 4. Privacy Attack Performance under Different Thresholds and Patience Values (Hybrid Early Stopping, CIFAR-10)

for different patience values. For example, the best average
SSIM of the successfully reconstructed CIFAR-10 samples
is 0.997 which implies that high-quality reconstructed data
can be obtained even after employing this plateau-based
early stopping method. Second, a lower patience P can re-
duce the computational costs. In Table 2, the lowest data
reconstruction cost is achieved by P=5 in terms of the re-
construction time and number of iterations. For MNIST, it
takes only 313.68 seconds in total to reveal 82% of samples
with an average of 26 iterations per sample. For CIFAR-10,
it requires 175 iterations on average to successfully recon-
struct 69% of the samples with a total execution time of
2598.12 seconds. The results show that the computational
costs can be significantly reduced by stopping the privacy
attack when the loss reaches a plateau.

5.4. Hybrid Early Stopping

We then evaluate the hybrid early stopping mechanism,
which integrates both threshold-based and plateau-based

early stopping techniques. We vary both the patience and
threshold values to study their combined effects on privacy
attack performance. We present the experimental results
in Table 3 for MNIST and Table 4 for CIFAR-10 respec-
tively. We highlight two interesting observations. First,
the hybrid early stopping method can effectively outper-
form the individual threshold-based or plateau-based early
stopping techniques by achieving comparable ASR at a re-
duced execution cost. For MNIST, the hybrid early stop-
ping can achieve over 80% ASR with only 274.73 sec-
onds, which is much faster than the plateau-based (313.68
seconds) early stopping technique. Similarly, for CIFAR-
10, the hybrid early stopping technique can achieve over
70% ASR with only 2895.69 seconds, significantly outper-
forming the threshold-based (3763.76 seconds) and plateau-
based (4031.03 seconds) early stopping techniques. Second,
both the patience and threshold values have high impact
on the data reconstruction quality and costs. For CIFAR-
10, the lowest reconstruction time is 193.34 seconds with
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Metrics MNIST CIEAR-IO
DLG iDLG EPAFL DLG iDLG EPAFL
ASR 0.66 0.79 0.80 0.69 0.72 0.75
MSE (Avg.) 0.0004 | 0.0003 | 3.736e-05 | 4.194e-05 | 4.211e-05 | 0.0002
SSIM (Avg.) 0.9839 | 0.9824 0.9715 0.9961 0.996 0.9873
Reconstruction Time (s) | 1029.59 | 1022.07 274.73 4797.01 4207.33 | 2926.45

Table 5.
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Figure 4. Failure Cases in Image Reconstruction

threshold 7=0.001 and patience P=10. However, the ASR
is only 13% in this case. A higher ASR (75%) can be
achieved by decreasing the threshold to 0.00001 and also
outperforming the individual threshold-based or plateau-
based methods in terms of reconstruction time. An inter-
esting observation is that if we set 7=0.000001 and P=15
for CIFAR-10, the ASR (80%) becomes quite higher but
at the cost of a higher reconstruction time. This highlights
the necessity of choosing a suitable combination of thresh-
old and patience to maintain a higher attack success rate at
lower computational costs.

5.5. Comparison to Other Privacy Attacks

We next compare our hybrid early stopping with two repre-
sentative privacy attacks: DLG [43] and iDLG [41]. Table 5
presents the experimental results for comparing the three
privacy attack methods. We primarily compare the data re-
construction quality metrics (ASR, MSE and SSIM) and the
execution time. Three interesting observations should be
highlighted. First, we observe that our hybrid early stop-
ping approach can outperform other privacy attack methods
in terms of ASR. Here, we configure P=15 and 7=0.00001
for MNIST (see Table 3) and P=10 and 7'=0.00001 (see
Table 4) for CIFAR-10. We attribute the enhanced ASR by
EPAFL to the potential overfitting by DLG and iDLG for
running the entire N iterations. Second, our early stop-
ping method can achieve comparable MSE and SSIM to
other privacy attack methods. In particular, our privacy at-
tack method achieves the lowest average MSE for MNIST.
Third, our early stopping method can significantly reduce
the reconstruction time costs by over 73% for MNIST and
over 30% for CIFAR-10.

Comparison of Our Hybrid Early Stopping with Representative Privacy Attacks

Ground truth iter=40  iter=80 iter=120 iter=160 iter=200 iter=240 iter=280

Ground truth iter=40  iter=80 iter=120 iter=160 iter=200 iter=240 iter=280

Figure 5. Successfully Reconstructed Images

5.6. Visualization

We present two different cases in privacy attacks: (1) at-
tack failures in Figure 4 and (2) successful attacks in Fig-
ure 5. For failure cases, the dummy data consistently ex-
hibits noise across all iterations of the privacy attack. For
the successful attacks, the private data can often be effec-
tively recovered, significantly prior to the pre-defined 300
iterations, such as within 40 iterations for the first example
in Figure 5. These observations further demonstrate that
stopping the privacy attack early can significantly enhance
the efficiency of privacy attacks without impairing the at-
tack effectiveness.

6. Conclusion

In this paper, we have identified a novel research problem
of how to optimize the efficiency of privacy attacks in Fed-
erated Learning. We made three novel contributions. First,
we analyzed the performance of privacy attacks represented
by gradient leakage attacks and identified the huge potential
to optimize their efficiency. Second, we proposed a holis-
tic framework (EPAFL) to enhance the efficiency of pri-
vacy attacks by leveraging three early-stopping techniques.
Third, we conducted experiments on two benchmark vision
datasets, which shows that our approach can effectively re-
cover private training data at a much lower execution costs
and maintain comparable attack success rates. The pro-
posed framework will provide fast evaluation of various pri-
vacy attacks and defense methods and facilitate efficient de-
velopment of various defense strategies. Our ongoing stud-
ies include (1) evaluating the EPAFL framework on other
benchmark datasets, (2) supporting other privacy attack al-
gorithms in EPAFL, and (3) investigating other techniques
for improving the efficiency of both privacy attacks and de-
fense methods.
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