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Abstract

We present a simple and efficient method to leverage
emerging text-to-image generative models in creating large-
scale synthetic supervision for the task of damage assess-
ment from aerial images. While significant recent advances
have resulted in improved techniques for damage assess-
ment using aerial or satellite imagery, they still suffer from
poor robustness to domains where manual labeled data is
unavailable, directly impacting post-disaster humanitarian
assistance in such under-resourced geographies. Our contri-
bution towards improving domain robustness in this scenario
is two-fold. Firstly, we leverage the text-guided mask-based
image editing capabilities of generative models and build
an efficient and easily scalable pipeline to generate thou-
sands of post-disaster images from low-resource domains.
Secondly, we propose a simple two-stage training approach
to train robust models while using manual supervision from
different source domains along with the generated synthetic
target domain data. We validate the strength of our proposed
framework under cross-geography domain transfer setting
from xBD and SKAI images in both single-source and multi-
source settings, achieving significant improvements over a
source-only baseline in each case.

1. Introduction
In this work, we address the issue of poor robustness caused
by traditional training methods for the task of disaster as-
sessment by generating synthetic data using guided text-to-
image generation [8, 32]. To accelerate rescue, recovery and
aid routing through scalable and automated disaster assess-
ment from images, recent methods propose efficient training
paradigms using paired labeled data from before and after
the disaster [5, 16, 28, 50, 52, 61]. While being instrumental
in significantly improving the accuracy in damage assess-
ment, these methods greatly rely on manual supervision for
efficient performance and perform poorly when deployed
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Figure 1. Summary of our proposed pipeline. A disaster assess-
ment model trained using labeled data from a different domain
suffers from poor accuracy due to significant distribution shifts
with the target. We offer a novel way of addressing this limitation,
by leveraging the recent advances in mask-based text-to-image
models [8] to generate thousands of synthetic labeled data from
the target domain where only pre-disaster images are accessible.
We incorporate this synthetic data along with source labeled data
in a two-stage training framework to achieve significant gains on
challening transfer settings from xBD [16] and SKAI [23] datasets.

in novel domains - such as new disaster types or unseen
geographies. While unsupervised adaptation methods exist
to overcome the overhead of manual annotation [4, 6, 24],
they still require unlabeled images captured from both be-
fore and after the disaster for learning domain agnostic fea-
tures. While readily available satellite imagery provides
generalized aerial coverage for most geographic locations
for pre-disaster images, the retrieval of post-disaster im-
agery remains a time-consuming process, hindering rapid
damage assessment during critical response windows, with
non-trivial domain shifts preventing cross-geographical de-
ployment.

On the other hand, there has been a notable progress in
the field of generating synthetic data using guided text-to-
image models [12, 38, 44, 63], which overcome the cum-
bersome manual annotation process and enable controllable
data-generation at scale to train robust and data-efficient
models. While a majority of these works focus on tasks like
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image recognition [38, 43, 44], object detection [14] and
semantic segmentation [29, 57], extending these methods
to suit the current setting of aerial disaster assessment is
non-trivial, as it requires generating precisely synchronized
pre- and post-disaster imagery of the affected area.

We present a novel framework that leverages image-
guided text-conditioned generative models to synthesize
large datasets of post-disaster imagery conditioned on pre-
disaster imagery, which is trained efficiently using a two-
stage approach by incorporating unlabeled target domain
data alongside source labels. By exploiting the mask-based
image-editing abilities of transformer-based text-to-image
models, we edit the pre-disaster image using a suitable text-
prompt to create a corresponding synthetic post-disaster im-
age, generating a new, synthetically labeled dataset specific
to the target domain. To mitigate performance degradation
caused by domain shift between generated data and real-
world images, we adopt a two-stage training procedure. We
first train a siamese vision-transformer [9] using labeled data
from the source domains, and subsequently fine-tune the last
layer on the synthetic data from the target domain following
prior work [21]. We show the effectiveness of our framework
in training robust models through experiments on several
challenging transfer settings from xBD and SKAI datasets,
significantly outperforming a source-only training baseline
in each case. As shown in Fig. 1, while training directly
using the source domain only achieves only 25% accuracy
on the target test-data, our synthetic-data augmented training
achieves 54.4%, with a non-trivial improvement of 29% on
the challenging xBD dataset. In summary, our contributions
are as follows.
1. We offer a cost-effective way to generate training data

for disaster assessment in areas lacking real-world aerial
imagery, leveraging the image-editing abilities of large-
scale text-to-image models.

2. Following prior work in robustness studies [21], we de-
vise a simple and effective two-stage training strategy to
use the synthetically generated data in training along with
labeled data from different source domains to achieve
complementary benefits.

3. We validate the effectiveness of our proposed framework
on two benchmark datasets xBD [16] and SKAI [23]
images, obtaining significant improvements over a stan-
dard source-only baseline in both single-source (+9.8%,
+25.2%) and multi-source (+5.33%, +29.13%) domain
transfer settings.

2. Related Work
Disaster Assessment using Satellite Images The task of
image-based disaster assessment involves predicting the pres-
ence or extent of damage in a particular location by compar-
ing pre and post disaster aerial or satellite imagery. Fueled by
the availability of paired pre- and post-disaster images cap-

tured from remote-sensing satellites [16, 23, 28, 31, 41, 53],
several methods have been proposed to identify the dam-
age [2, 9, 26, 49], as well as to precisely localize the damage
within the image [15, 30, 51]. However, these approaches
rely on labeled data for efficient performance, preventing
their use in novel domains without incurring additional col-
lection and annotation overheads [6, 55]. While domain
adaptation methods exist to bridge this gap [4, 24, 46], they
still need to access the post-disaster imagery which is diffi-
cult to acquire in a short window following a disaster. While
prior works attempt generation of images using GANs [48],
they lack the ability to generate controllable synthetic data
at scale. Our work addresses these limitations by leverag-
ing the advances in conditional text-to-image capabilities to
generate large-scale synthetic supervision from low-resource
target domains. We also note that while there has been signif-
icant advances in unsupervised domain adaptation for image
classification [19, 37, 56, 64] and segmentation [22, 45],
they are typically not applicable to expert tasks like disaster
assessment through aerial imagery, preventing their direct
use or comparison for our problem.

Creating Synthetic Data from Generative Models Re-
cent progress in the field of generative modeling has enabled
the creation of diverse and realistic images conditioned on a
variety of inputs such as text [8, 32, 34, 36], images [27, 35],
layouts [62] or semantic maps [47, 60]. In particular, text-to-
image synthesis enables creation of diverse visual content
based on natural language prompts [8, 20, 32, 36, 58]. Re-
cent works explored the use of leveraging the power of these
models in generating synthetic supervision for various tasks
including object recognition [1, 38, 43, 44, 63], object de-
tection [14, 25, 54], semantic segmentation [29, 57], outlier
detection [12] and long-tailed robustness [39, 40, 59]. Build-
ing upon this line of work, our work tackles image generation
of post-disaster imagery in low-resource domains through
localized editing of the corresponding pre-disaster images
guided by suitable text prompts, showing an efficient way to
improve domain robustness.

3. Method
3.1. Problem Setting

We now describe our problem setting of investigating domain
robustness in image-based disaster assessment tasks. We de-
note our labeled source dataset as Ds = {U i

s, V
i
s , y

i}Ns
i=1,

where U i is the before image (image captured before the
disaster, also called pre-image), V i is the after image (image
captured after the disaster, also called the post-image) along
with a binary label yi ∈ {0, 1} indicating whether or not
there is damage between the images due to a disaster. Ns

denotes the number of source images. In general, the pre
and post images from the source images are paired, where
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Figure 2. Overview of the proposed synthetic data generation pipeline. We first pass the pre-disaster image U from the target domain
through a pre-trained VQGAN encoder followed by a tokenizer to compute the latent token, which is then masked using a binary mask. We
use the MUSE model along with a suitable text prompt T to predict the output tokens from the masked tokens u, which are then de-tokenized
to generate the post-disaster image V̂t. Our augmented dataset D̂t now contains the input image Ut, generated image V̂t and the binary label
corresponding to the text prompt (indicating damage or no-damage).

the image collection is synchronized to capture the same
location before and after the disasters, ensuring pixel-level
correspondence between the images. Furthermore, the target
domain is denoted by Dt = {U i

t}
Nt
i=1, where Nt denotes the

number of (unlabeled and unpaired) target images. Unique
to our work, we assume a zero-shot target setting, where
we only have access to the pre-images from a new domain
(which could be a new geographical location or new disaster
type), and neither the post images nor the damage labels are
available. This setting is more realistic as capturing paired
images immediately after a disaster and labeling them for
damage incurs expensive time and manual annotation over-
head in most cases, while pre-disaster images are naturally
available through satellite footage. Therefore, our main goal
is to utilize labeled source images along with unlabeled pre-
disaster target images to improve the performance on the
target domain at test-time.
While unsupervised domain adaptation (UDA) [4, 24] has
been a standard approach to address such domain shifts for
disaster assessment, UDA methods still require access to
paired pre and post-disaster data during training from both
source and target domains. In contrast, we only require im-
ages captured before the disaster, and automatically generate
synthetic post-disaster images to facilitate robust training.

3.2. Background: Text-to-Image Generation

In our work, we adopt the MUSE [8] model for text-to-image
generation, and we provide a brief overview of that frame-
work here. MUSE is a non-autoregressive model for text-
conditioned synthesis capable of generating high-resolution
images with fast inference speeds. In contrast to diffusion

models requiring sequential decoding over several time-
steps [10, 32, 34, 36], MUSE adopts a purely transformer-
based generation approach outlined in MaskGIT [7] with im-
proved inference speed enabled by parallel decoding. In par-
ticular, MUSE uses a pre-trained T5-XXL text encoder [33]
to first encode the text-prompt into a 4096-dimensional lan-
guage embedding, while the input images are passed through
a semantic tokenizer such as VQGAN [13] consisting of an
encoder and a quantization layer to map the image into a
sequence of discrete tokens from a learned codebook, along
with a decoder which maps the predicted or generated to-
kens back into the images. To enable high resolution image
synthesis, MUSE adopts the use of two VQGAN models
with different downsampling ratio and spatial resolution of
the tokens, along with two transformer modules called base
and super-resolution modules that generate low resolution
and high resolution latent tokens respectively. During train-
ing, these tokens are trained using cross-entropy loss with a
reference image, while during inference, the high resolution
latent tokens are passed through the VQGAN decoder to
generate images conditioned on the input text prompts. We
refer the reader to [8] for further details about the training
and inference of MUSE generative models.

The use of MUSE in our pipeline as opposed to diffusion-
based or auto-regressive based generative models is moti-
vated by two favorable properties. Firstly, MUSE allows
efficient mask-based editing capabilities based on its tok-
enized encoding and decoding-based architecture. Further-
more, MUSE is capable of high-resolution image synthesis
with fast inference time and flexible latent token sizes, facili-
tating the generation of thousands of high quality synthetic
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post-disaster images conditioned on pre images at scale.

3.3. Generating Synthetic Data

We provide an overview of our proposed generation pipeline
in Fig. 2. We first take the pre-disaster image from the target
domain Ut ∈ RH×W×3, where H,W are the height and
width of the image, and generate a corresponding binary
maskM ∈ RH×W with a center patch of size H ′,W ′ as
ones and rest as zeros, with H ′ < H and W ′ < W . Since
the aerial images in the datasets we considered are typically
centered around the subject, we align the center of the binary
mask with the center of the image, helping us in directly
editing the relevant subject in the image. In practice, we ran-
domly perturb the mask around the center by a factor (δx, δy)
in both dimensions, where the perturbation factor δx ∼
U[−W/16,W/16] and δy ∼ U[−H/16, H/16] is sampled
from the uniform distribution. So our patch with all ones in
the binary mask is centered around (H/2 + δy,W/2 + δx)
with respect to the input image Ut and maskM.

We then pass the target image Ut through the VQGAN en-
coder to compute the latent tokens for the image, and down-
sample the binary maskM to match the spatial resolution
of the latent tokens (which is 1/16th and 1/8th of the orig-
inal image size for the low-resolution and high-resolution
pipelines respectively). Subsequently, we multiply the down-
sampled binary maskM′ with the latent tokens at each pixel
location to get a masked token embedding ut. The masked-
latent token embeddings along with the text-embedding of
the input prompt are then passed through a series of cross-
attention layers pre-trained in MUSE to predict the output
tokens from the predicted latent tokens. The outputs are then
passed through the decoder layer of the VQGAN resulting
in the output image V̂t.

We generate four output images for each pre-image and
prompt pair, and pick the best one using the ranking obtained
by CLIP similarity score [17] between the input prompt
and the generated image. We repeat this process for every
image in the target dataset, creating a synthetic dataset D̂t =
{U i

t , V̂
i
t , ŷ

i}Nt
i=1 of pre and post disaster images from the

target domain.

Prompt Pool for Generation A major advantage of gen-
erating synthetic images is avoiding the need for manual an-
notation for unlabeled domains, as the labels can be directly
derived from the corresponding prompts. In our setting with
binary labels indicating damaged or not damaged buildings
or locations, we choose the prompts to reflect these criterion.
For example, to create synthetic images for scenes damaged
by hurricane disaster, we use prompts such as An aerial view
of a house damaged due to a hurricane or A satellite image
of a building that was destroyed by a hurricane and assign
the label 1. Alternatively, for generating images which have
no damage, we create a prompt pool indicating images which

are undamaged (for example, A satellite image of a building)
and assign the generated images with a label of 0. We list
the pool of prompts adopted in our work in Fig. 3 and Fig. 4.

SKAI DATASET

Damaged Set
An aerial view of a house damaged due to a hurricane.
A bird’s-eye view of a building destroyed by a hurricane.
A top-down view of a house damaged by a hurricane.
A satellite image of a building destroyed by a hurricane.
A bird’s-eye view of a building damaged by a hurricane.
Undamaged Set
A satellite image of a house covered by trees.
A bird’s-eye view of a house surrounded by trees.
A top-down view of a house under tree shade.
An aerial view of an intact house under tree shade.

Figure 3. Prompt Pool for SKAI

XBD DATASET

Moore Tornado
An aerial view of a house damaged due to a tornado.
A bird’s-eye view of a building destroyed by a tornado.
A top-down view of a house damaged by a tornado.
A satellite image of a building destroyed by a tornado.
A bird’s-eye view of a building damaged by a tornado.
Nepal Floods
An aerial view of houses surrounded by a flood.
A top-down view of houses damaged by floods.
A top-down view of a house damaged by floods inundated in
water.
A satellite image of a building destroyed by a flood surrounded
by water.
A satellite image of houses that was destroyed by a flood sur-
rounded by water and trees.
Portugal Wildfire
An aerial view of forest land after it is torched by a wildfire.
An aerial view of buildings after a wildfire.
An aerial image of forest land scorched by a wildfire.
A bird’s-eye view of a forest region with completely scorched
trees.

Figure 4. Prompt Pool for xBD

3.4. Training using Synthetic Data

Following prior work in disaster assessment task [3], we
adopt a siamese network with shared transformer back-
bone [11] for training. Specifically, we pass both pre and post
images U and V using parameter-shared transformer back-
bones Eu and Ev , resulting in feature embedding fu = Eu(U)
and fv = Ev(V ) respectively, each dimension d. We
then fuse these embeddings by concatenating them to form
f ∈ R2d, where f = concat(fs, fd). Finally, we add a
2-layer MLP network H with a hidden dimension of d to
predict a single output value indicating the probability of
damaged building between the pre and post images. The
whole network is then trained with a binary cross entropy
loss using the binary ground truth labels.

However, directly training predictive models using only
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synthetic data might result in poor accuracy due to the do-
main gap between synthetic and real images [38]. Therefore,
we devise a two-stage training strategy to leverage the in-
domain synthetic data, along with out-of-domain real data
to effectively improve the target performance. In particular,
we first train our network end-to-end including the encoders
Eu and Ev as well as the MLP layers H using the source
domain data Ds. Subsequently, we follow prior work in
robust learning [21] to fine-tune only the final layers of the
MLP networkH(.) using the synthetic data supervision from
the target, while keeping the encoders fixed during the fine-
tuning stage. We observed that only re-training the last layer
prevents over-fitting the network to the synthetic data com-
pared to complete end-to-end fine-tuning (Tab. 4), so we
adopt this two-stage mechanism in our framework. During
inference, we apply a sigmoid layer on top of the predicted
output and threshold this probability to predict damaged
buildings in the post-image if the predicted probability is
> 0.5, and predict no damage otherwise.

Fine-tuning the MUSE model In the framework illus-
trated so far, we only use a frozen pre-trained MUSE model,
where we fix the generative model itself and only use it for in-
ference given input images and corresponding text prompts.
However, such off-the-shelf models trained on billions of
web-scale image-text data might contain images from a wide
variety of domains, and might not be fully suited for use
in specific domains like aerial or satellite imagery. There-
fore, we also investigate the potential benefits offered by
fine-tuning the pre-trained generative model for the specific
task of aerial image classification. In particular, we col-
lect the pre-disaster images from Dt and create prompts for
each image from the undamaged pool to create a dataset
of image-text pairs from the target domain. We then adopt
adapter-fine tuning [18] to fine-tune the pre-trained model
using these image-text pairs, which we found to be more
resource-efficient than end-to-end fine-tuning. This fine-
tuned model is expected to capture more domain specific
properties unique to aerial and satellite imagery, and we com-
pare this procedure with generation using the frozen model
in Sec. 4.3.

4. Experiments
We next demonstrate the effectiveness of the proposed ap-
proach on several challenging transfer settings. We first
introduce our choice of datasets in Sec. 4.1, specify the train-
ing details in Sec. 4.2 followed by the results in Sec. 4.3 and
several ablations into our modeling and training choices in
Sec. 4.4.

4.1. Datasets

xBD Dataset xBD [16] is a large-scale dataset designed
for automatic disaster assessment using aerial and satellite

imagery. The dataset covers synchronized pre- and post-
event satellite imagery of both damaged and undamaged
scenes from more than 19 events across the world, covering a
variety of disaster types across varying severity levels. Since
our focus in this paper is to improve robustness of aerial
disaster assessment algorithms across disparate geographies,
we choose 3 domains from xBD, namely nepal-flooding,
portugal-wildfires and moore-tornado to demostrate our re-
sults, which have 36456, 18884 and 18491 images respec-
tively. These domains encompass data from three distinct
geographical subregions, each affected by entirely differ-
ent types of disasters making it a challenging problem to
improve cross-domain robustness.

SKAI Satellite Imagery In order to verify the effective-
ness of our method in improving the performance across
subtle domain variations, we adopt the SKAI dataset [23]
consisting of pre and post hurricane images captured from
different regions in the United States. The images in SKAI
includes data collected from Ian, Maria, Michael and Laura
hurricanes with 2733, 3709, 3991 and 3991 images respec-
tively, which we use as the different domains for our cross-
domain robustness setting. Note that both these datasets
consist of heavy class imbalance, with more than 80% of
the image-pairs capturing non-damaged buildings, adding an
additional layer of complexity in bridging the domain shifts.
For both the datasets, we show results using single-source
and multi-source adaptation settings, in which we use su-
pervised data from single source domain or all the domains
except the target respectively.

4.2. Training and Evaluation Details

We use an Imagenet pretrained ViT-B/16 transformer back-
bone [42] as the encoder in our setting, and remove the last
classification layer replacing it with the MLP head for binary
classification. We then train the network using the two-stage
approach discussed in Sec. 3.4, first using the supervised
source domain images using Adam optimizer with a learning
rate of 2e-6 for the pre-trained backbone and 2e-5 for the
randomly initialized MLP layer, followed by re-training only
the last MLP layer using synthesized target domain images
using the same hyperparameters as above. We use a batch
size of 64 in both cases and perform training for 5000 itera-
tions. We use the validation images from the target domain
to perform early stopping, which we observed to be very
crucial to obtain good performance in our setting.

Following prior work in disaster assessment tasks from
satellite imagery [16, 23], we adopt the AUPRC metric for
evaluation which measures the area under the precision-
recall curve across various thresholds, and is shown to be
relatively more robust for cases like ours where there is
severe class imbalance against positive examples. In terms
of baselines, we compare with a source-only baseline which
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Method Ian→ Michael→ Laura→ Maria→ Avg.
Michael Laura Maria Ian Laura Maria Ian Michael Maria Ian Michael Laura

Source Only 41.6 19.3 27.3 38.0 32.0 29.7 38.3 46.9 26.3 30.0 39.6 21.9 32.6
Ours w/ ZeroShot MUSE 49.2 36.8 31.9 47.4 42.5 32.0 50.0 54.7 30.6 42.6 54.5 36.6 42.4 (+9.8%)
Ours w/ fine-tuned MUSE 49.6 29.9 25.8 50.9 31.5 28.8 49.2 55.6 26.4 44.1 53.6 27.6 39.4 (+6.8%)

Table 1. Single-source Domain Adaptation Results on SKAI dataset AUPRC values for different transfer settings from the SKAI dataset.
We compare the results obtained by training using only real data from the source domain and combining it with synthetic generated data from
the target domains on all the transfer settings. Evidently, our approach outperforms the source-only baseline setting new state-of-the-art.

Method Moore-Tornado→ Nepal-Flooding→ Portugal-Wildfire→ Avg.
Nepal-Flooding Portugal-Wildfire Moore-Tornado Portugal-Wildfire Moore-Tornado Nepal-Flooding

Source Only 23.8 23.2 14.5 18.5 45.3 24.7 25.0
Ours w/ ZeroShot MUSE 49.5 24.1 75.1 25.1 76.0 51.6 50.2 (+25.2%)
Ours w/ fine-tuned MUSE 43.9 24.1 82.3 25.3 83.1 47.5 51.1 (+26.1%)

Table 2. Single-source Domain Adaptation Results on xBD dataset. AUPRC values for different transfer settings from the xBD
dataset [16]. On each of the transfer setting, augmenting training using synthetic data from the target domain significantly outperforms the
source-only baseline, with an improvement of 25.2% using a zeroshot generative model, and 26.1% with further fine-tuning the generative
backbone on aerial image-text pairs.

only trains a predictive model on the source domain and
evaluates on the target test-set. Since this does not use any
target data, it serves as a fundamental baseline to illustrate
the benefits obtained by our method. Note that prior UDA
methods require both pre and post disaster images to learn
domain agnostic features [4, 24, 46], preventing a direct
comparison for our setting where only pre-disaster images
from the target dataset are available.

4.3. Results

Single-source Zeroshot Adaptation We show the results
for single-source UDA for domains from the SKAI dataset
in Tab. 1 and xBD dataset in Tab. 2. As shown, our method
of augmenting out of distribution training using synthetic
images generated from MUSE model achieves better accu-
racy than the source-only baseline, with ∼ 10% and ∼ 25%
improvements on the SKAI and the xBD datasets on average.
Our improvements are consistent across all the transfer set-
tings, with up to ∼ 70% improvement on the more challeng-
ing cross-disaster cross-geography setting from xBD dataset,
highlighting the effectiveness of leveraging generative foun-
dational models to create synthetic data for low-resource
domains even in expert tasks like disaster assessment.

Furthermore, we also compare the AUPRC results ob-
served through fine-tuning the generative model on aerial
imagery and satellite images, using the procedure outlined in
Sec. 3.4. We observe that the model trained with data gener-
ated from fine-tuned model outperforms both the source-only
baseline as well as the zeroshot settings on 4 out of 6 settings
in xBD dataset with∼ 1% improvement on the average accu-
racy, indicating the potential in fine-tuning MUSE model on
domain-specific images. On SKAI data however, we observe
zeroshot model is better on the average AUPRC. A potential
reason for this could be that the generative ability of the

text-to-image generative model is reduced after fine-tuning
on domain-specific images, impacting accuracy in few of the
transfer settings, highlighting room for further improvement
through more carefully designed fine-tuning strategies.

Multi-source Zeroshot Adaptation The comparison for
both SKAI and xBD datasets on multi-source adaptation
setting is shown in Tab. 3. Firstly, the accuracy achieved
by multi-source models on all target domains is higher than
single-source setting, which is expected since multi-source
models have access to relatively more supervised data. Fur-
thermore, the results from Tab. 3 clearly show the effective-
ness of our approach even for such multi-source evaluation
setting, where our method using zeroshot text-to-image gen-
eration yields 5.33% improvement over baseline on SKAI
dataset and 29.13% improvement over baseline on the xBD
dataset. Our benefits are consistent for both the datasets
across all the transfer tasks, further supporting our hypothe-
sis that text-to-image models can serve as strong data gen-
erators for low-resource domains. As seen for the case of
single-source setting, we observe the gains yielded by data
generation using zeroshot text-to-image models to be com-
petitive when compared to fine-tuned models on both the
datasets.

4.4. Ablations

Ablations and Insights We show the effect of various
design choices in our framework in Tab. 4. Firstly, we ob-
serve that training only using synthetic data without source
domain data leads to poor results, potentially highlighting
the limitations of synthetic data alone in training (R1 vs
R4). This facet of synthetic data has also been noted in
prior works [38], indicating that manual supervision is still
necessary to observe gains with synthetic supervision. Fur-
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Dataset SKAI-Dataset xBD-Dataset
Method →Ian →Michael →Maria →Laura Avg. →Moore-Tornado →Nepal-Flooding →Portugal-Wildfire Avg.

Source Only 44.21 48.62 29.54 36.83 39.78 18.96 27.16 29.69 25.27
Ours w/ ZeroShot MUSE 54.79 52.24 34.05 39.38 45.11 (+5.33%) 78.70 52.40 32.10 54.40(+29.13%)
Ours w/ fine-tuned MUSE 49.12 53.83 30.92 39.29 43.29 (+3.51%) 83.18 50.16 30.72 54.69(+29.42%)

Table 3. Multi-source Domain Adaptation Results on SKAI and xBD datasets. AUPRC values for different transfer settings, where we
show the result of training using synthetic generated data from the respective target domain along with manual supervision from all the three
remaining domains. Our approach outperforms the source-only baseline highlighting the effectiveness of training with generated synthetic
data in bridging domain gaps.

Method SKAI xBD

(R0) Source Only 39.78 25.27
(R1) Only Synthetic Data 40.60 47.76
(R2) Joint Training on Real + Synthetic 43.11 49.66
(R3) End-to-end Finetuning 44.10 53.44

(R4) Last-Layer Finetune on SynData 45.11 54.40

Table 4. Effect of training choices We show the effect of various
training choices in our framework, where last-layer re-training using
only synthetic data (R4) outperforms training using only synthetic
data without the source labels (R1), jointly training on both real and
synthetic data (R2) as well as end-to-end finetuning using synthetic
data (R3).
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Figure 5. Effect of the amount of generated synthetic data. We
show the positive influence of the volume of generated synthetic
data (as a % of the target domain images) on the multi-source
transfer setting, where adding more target data invariably helps
to improve the final target accuracy for both SKAI (a) and xBD
(b) datasets, with potential for further enhancement with more
generated data.

thermore, we also show that joint-training using real source
and synthetic target datasets is inferior to our proposed ap-
proach of first pre-training on real source data followed by
last-layer retraining on generated target domain data (R2 vs
R4), supporting our two-stage training framework. Finally,
we also observe that end-to-end fine-tuning using synthetic
data under-performs the approach of finetuning the last layer
only (R3 vs R4).

Effect of Volume of Synthetic Data We show the ef-
fect of the amount of generated synthetic data on the target
AUPRC in Fig. 5. We observe that adding more synthetic
data invariably helps the final target accuracy for both the

datasets studied. More importantly, we observe no saturation
even when using all target data to generate images indicating
further room for improvement of target performance through
low-cost synthetically generated data.

Visualizing Generated Images We show several illustra-
tions of samples generated through our method in Fig. 6
on both SKAI (Fig. 6a, Fig. 6b) and xBD (Fig. 6c, Fig. 6d,
Fig. 6e) datasets, where we include the pre-disaster image
as well as the mask and the text-prompt used for conditional
image editing through our generative model. In most cases,
we observe that the text-to-image model incorporates the
textual guidance and performs localized editing on the in-
put image to generate a synthetic post-disaster image with
great effectiveness. The model shows excellent capability in
seamlessly handling the various types of disasters through
our text-guidance, which helps to create realistic images in
low-resource domains leading to significant empirical gains
(Tab. 3).

5. Conclusion

In this paper, we explore the potential of leveraging emerg-
ing text-to-image models in generating synthetic supervision
to improve robustness across low-resource domains for dis-
aster assessment tasks. We design an efficient and scalable
data-generation pipeline by leveraging the localized image
editing capabilities of transformer-based generative mod-
els [8]. Using this framework, we generate several thousand
synthetic post-disaster images conditioned on pre-disaster
images and text guidance, followed by a simple two-stage
training mechanism that yields non-trivial benefits over a
source-only baseline in both single source and multi-source
domain adaptation setting. In terms of limitations, we noted
a significant sensitivity of the training process to the qual-
ity and coherence of the generated synthetic data, which is
directly affected by the presence of low-quality generated
images. A potential future work can therefore be to addition-
ally incorporate better filtering strategies into our framework
to remove poor quality images and improve training. Nev-
ertheless, our work serves as one of the first to explore the
potential of text-to-image synthetic data for expert tasks like
satellite disaster assessment, which holds massive potential
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Before-Image + Mask Before-Image + Mask

(a) Images from Ian domain.

Before-Image + Mask Post-Image (Generated)

Prompt: An aerial view of a house damaged by a 
hurricane surrounded by debris.

Prompt: A satellite capture of a building 
destroyed by a hurricane.

Post-Image (Generated) Post-Image (Generated)

Prompt: A top-down view of a house 
damaged in a hurricane.

Before-Image + Mask Before-Image + Mask

(b) Images from the Michael domain.

Before-Image + Mask Post-Image (Generated)

Prompt: A top-down view of houses damaged 
by a tornado surrounded by debris.

Prompt: A bird’s-eye view of a building 
completely damaged by a tornado.

Post-Image (Generated) Post-Image (Generated)

Prompt: A bird’s eye view of a building 
destroyed by a tornado.

Before-Image + Mask Before-Image + Mask

(c) Images from Moore-Tornado.

Before-Image + Mask Post-Image (Generated)

Prompt: An aerial view of houses surrounded by 
flood water.

Prompt: Aerial imagery of group of houses 
inundated in a flood.

Post-Image (Generated) Post-Image (Generated)

Prompt: A satellite image of houses 
destroyed by a flood surrounded by water.

Before-Image + Mask Before-Image + Mask

(d) Images from Nepal-Flooding.

Before-Image + Mask Post-Image (Generated)

Prompt: A bird’s eye view of a forest region 
complete scorched in a wildfire.

Prompt: An aerial view of buildings after a 
wildfire.

Post-Image (Generated) Post-Image (Generated)

Prompt: An aerial view of buildings after a 
wildfire.

Before-Image + Mask Before-Image + Mask

(e) Images from Portugal-Wildfire.

Figure 6. Visualization of text-to-image results. We show several examples from our generated images, along with the pre-disaster
image, correponding conditioning mask (overlapped on the pre-image) as well as the text-prompt used to generate the post-image from (a)
Ian-Hurricane, (b) Michael-Hurricane, (c) Moore-Tornado, (d) Nepal-Floods and (e) Portugal-Wildfire.

for continued improvement with the development of better
image generation models.
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