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Abstract

Audio-driven talking head animation is a challenging

research topic with many real-world applications. Recent

works have focused on creating photo-realistic 2D anima-

tion, while learning different talking or singing styles re-

mains an open problem. In this paper, we present a new

method to generate talking head animation with learnable

style references. Given a set of style reference frames,

our framework can reconstruct 2D talking head animation

based on a single input image and an audio stream. Our

method first produces facial landmarks motion from the au-

dio stream and constructs the intermediate style patterns

from the style reference images. We then feed both outputs

into a style-aware image generator to generate the photo-

realistic and fidelity 2D animation. In practice, our frame-

work can extract the style information of a specific char-

acter and transfer it to any new static image for talking

head animation. The intensive experimental results show

that our method achieves better results than recent state-

of-the-art approaches qualitatively and quantitatively. Our

source code will be made publicly available.

1. Introduction

Talking head animation is an active research topic in both

academia and industry. This task has a wide range of real-

world interactive applications such as digital avatars [10],

and digital animations [26]. Given an arbitrary input au-

dio and a 2D image (or a set of 2D images) of a charac-

ter, the goal of talking head animation is to generate photo-

realistic frames. The output can be the 2D [17, 31, 51] or 3D

talking head [10, 50]. With recent advances in deep learn-

ing, especially generative adversarial networks [15], several

works have addressed different aspects of the talking head

animation task such as head pose control [49], facial ex-

pression [25], emotion generation [20], and photo-realistic

synthesis [6, 41, 51].

While there has been considerable advancement in the

generation of talking head animation, achieving photo-

realistic and fidelity animation is not a trivial task. It is even

more challenging to render natural motion of the head with

different styles [10]. In practice, several aspects contribute

to this challenge. First, generating a photo-realistic talk-

ing head using only a single image and audio as inputs re-

quires multi-modal synchronization and mapping between

the audio stream and facial information [11]. In many cir-

cumstances, this process may result in fuzzy backgrounds,

ambiguous fidelity, or abnormal face attributes [51]. Sec-

ond, various talking and singing styles can express diverse

personalities [43]. Therefore, the animation methods should

be able to adapt and generalize well to different styles [43].

Finally, controlling the head motion and connecting it with

the full-body animation remains an open problem [21].

Audio Stream

Single Image

2D Talking Head Animation with Style

Style Reference
Images

Figure 1. Given an audio stream, a single image, and a set of style

reference frames, our method generates realistic 2D talking head

animation.

Recently, several methods have been proposed to gener-

ate photo-realistic talking heads [17, 31, 46, 51] or to match

the pose from a source video [49] while little work has

focused on learning the personalized character style [31].

In practice, apart from personalized talking style, we have

different singing styles such as ballad and rap. These

styles pose a more challenging problem for talking head

animation as they have the unique eye, head, mouth, and

torso motion. The facial movements of singing styles are

also more varied and dynamic than the talking style [37].

Therefore, learning and bringing these styles into 2D talk-

ing heads is more challenging. Currently, most of the style-

aware talking head animation methods do not fully disen-

tangle the audio style information and the visual informa-
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tion, which causes ambiguity during the transferring pro-

cess [31].

In this work, we present a new deep learning framework

called Style Transfer for 2D talking head animation. Our

framework provides an effective way to transfer talking or

singing styles from the style reference to animate single 2D

portrait of a character given an arbitrary input audio stream.

We first generate photo-realistic 2D animation with natural

expression and motion. We then propose a new method to

transfer the personalized style of a character into any talking

head with a simple style-aware transfer process. Figure 1

shows an overview of our approach.

In summary, our contributions are as follows:

• We propose a new framework for generating photo-

realistic 2D talking head animations from the audio

stream as input.

• We present a style-aware transfer technique, which en-

ables us to learn and apply any new style to the animated

head. Our generated 2D animation is photo-realistic and

high fidelity with natural motions.

• We conduct intensive analysis to show that our proposed

method outperforms recent approaches qualitatively and

quantitatively.

2. Literature Review

2D Talking Head Animation. Creating talking head an-

imation from an input image and audio has been widely

studied in the past few years. One of the earliest works [4]

considered this as a sorting task that reorders images from

footage video. Based on [4], [14] proposed to capture 3D

model from dubber and actor to synthesize photo-realistic

face. [13] introduced a learning approach to create a train-

able system that could synthesize a mouth shape from an

unseen utterance. Later works focused on audio-driven to

generate realistic mouth shapes [34, 39] or realistic faces

[5, 48]. The authors in [12] generated full facial landmarks

using the input audio. [45] created a talking face that

includes pose and expression. Instead of creating talking

face, [16] designed a model that produces head motion from

the joint latent space using Bi-LSTM. [7, 24, 27] created re-

alistic head avatars. [19] focused on generating fidelity talk-

ing head with natural head pose and photo-realistic motions.

Recently, [31] proposed to generate photo-realistic talking

head with personalized information encoded, or [38] took

advantage of the diffusion model to improve the diversity of

the generated talking face.

Speaker Style Estimation. There are many kinds of

speaker styles such as generic, personal, controlled pose,

or special expression. Generic style could be learned by

training on multiple videos [51], while personalized style

could be decided by training on one avatar particularly [31].

In [49], the authors introduced a method that generates con-

trollable poses with an input video. [45] transferred poses

and expressions from another video input. [37] mapped the

style from dubber to actor. [44] captured motions from the

driven video and transferred them into input image during

the generation process. [40] tried to ensemble speaker and

speaking environment to characterize the speaker variability

in the environment. [29] leveraged a pre-captured database

of 3D mouth shapes and associated speech audio from one

speaker to refine the mouth shape of a new actor. Recently,

[47] developed a method that can generate diverse and syn-

chronized talking videos from input audio and a single ref-

erence image by utilizing condition variational autoencoder

to caption style code.

Speech Representation for Face Animation. Some

prior works used hand-crafted models to match phoneme

and mouth shape in each millisecond audio signal as speech

representation [4, 50]. DeepSpeech [18] paved the way for

learning a speech recognition system using an end-to-end

deep network. Following that, [16] trained Bi-LSTMs to

learn a language-long-term structure that models the rela-

tionship between speech and the complex activity of faces.

[39] used Mel-frequency spectral coefficients to synthesize

high-quality mouth texture of a character, and then com-

bined it with a 3D pose matching method to synchronize

the lip motion with the audio in the target animation. With

the rise of the diffusion technique, [33] proposed an audio-

conditional diffusion model that effectively encodes audio

in their generator to solve the lip-sync challenge.

Our goal is to introduce a new deep-learning framework

that can transfer talking or singing styles from any person-

alized style reference to animate a single 2D portrait of a

character given an arbitrary input audio stream. Compared

to existing approaches, which mainly focus on conventional

talking head animation, our method can not only produce

animation for common talking styles but also allows trans-

ferring for several special styles that are much more chal-

lenging such as singing.

3. Style-Aware Talking Head Generator

3.1. Audio Stream Representation and
Motion Generator

Audio Stream Representation. Representing audio for

learning is essential in a talking head generator. Differ-

ent speaking styles, referred to as individualized styles,

can present challenges when using deep speech representa-

tion directly, resulting in suboptimal outcomes, particularly

when dealing with distant variations in speech features. To

improve the generalization of the audio stream extractor, we

incorporate Lu et al.’s manifold projection technique [31].

Motion generator. Given the extracted audio features,

this step generates audio-driven motions in our framework.

In practice, the character’s style is mainly defined by the

mouth, eye, head, and torso movement. Therefore, we con-
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Figure 2. A detailed illustration of our method.

sider the motion around these regions of the face in our

work.

3.2. Style Reference Images

To learn the character’s styles more effectively, we define

the Style Reference Images as a set of images retrieved

from a video of a specific character by using the key motion

templates. Inspired by [31], [51], and music theory about

rhythm [3], we use four key motion templates that contain

popular motion range and behavior. Each behavior is then

plotted as a reference style pattern, which is used to retrieve

the ones that are most similar in each video in the dataset.

To retrieve similar patterns, we apply similarity search [8]

for each image in the video of the character. The result im-

age set is called the Style Reference Images and is used to

provide character’s styles information in our framework.

3.3. Style Mapping

The Style Mapping is designed to disentangle the style in

the reference images and then map the extracted style to the

neutral image. Then, the input of this module is a pair of

two images: a neutral image Is, and a style reference image
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Ir. The output is an Intermediate Style Pattern (ISP - an im-

age) which has the identity that comes from Is and the style

represented in Ir. ISP has the visual information of the neu-

tral image but the style is from the style reference image. In

practice, we first disentangle the style information encoded

in the pose and expression of both the neutral and reference

image, then map the style from the reference image into the

neutral image to generate the output ISP image Io.

Disentangling Neutral Image. Since the head pose, ex-

pression, and keypoints from the neutral image contain the

style information of a specific character, they need to be dis-

entangled to learn the style information. In this step, given

an input image Is, a set of k number of keypoints ck is first

disentangled to store the geometry signature via a Keypoint

Extractor network. Then, we extract the pose, which is pa-

rameterized by a translation vector τ ∈ R
3 and a rotation

matrix R ∈ R
3×3, and expression information εk from the

image by a Pose Expression network. After the disentan-

gling process, we can reconstruct the image keypoints Ck

using Equation 1. The extracted keypoints maintain the ge-

ometry signature and style information of the head in the

neutral image.

Ck = ck × R+ τ + εk (1)

Disentangling Style Reference Image. Similar to the

neutral image, we use two deep networks to disentangle and

extract the head pose and keypoints from the style reference

image. However, instead of extracting new keypoints from

the reference images, we reuse the extracted ones ck from

the neutral image, which contains the identity-specific ge-

ometry signature of the neutral image. The final keypoints

C̄k of the style reference image are computed in Equation 2:

C̄k = ck × R̄ + τ̄ + ε̄k (2)

where τ̄ ∈ R
3, R̄ ∈ R

3×3 and ε̄ are translation vector,

rotation matrix, and expression information extracted from

the style reference image, respectively.

Style Mapping. To construct the Intermediate Style Pat-

tern Io, we first extract two keypoints sets Ck and C̄k from

the neutral image and the style reference image. We then

estimate the warping function based on the two keypoints

sets to warp the encoded features of the source (neutral im-

age) to the target so that it can represent the style of the

reference image. Then, we feed the warped version of the

source encoded features and the extracted style information

into an Intermediate Generator to obtain the ISP image. In

practice, we choose the neutral image as a general image in

Obama Weekly Address dataset [39], while the style refer-

ence image is one of the four images in the Style Reference

Images set. By applying the style mapping process for all

four images in the Style Reference Images, we obtain a set

of four ISP images. This set (the Intermediate Style Pattern

- ISP) is used as the input for the Style-Aware Generator in

Section 3.4.

3.4. Style­Aware Generator

This module generates a 2D talking head from a source im-

age, the generated intermediate motion, and the style in-

formation represented in the Intermediate Style Pattern. In

this module, the facial map plays an essential role in explic-

itly identifying groups of facial keypoints, which makes the

style-aware learning process easier to converge. In our ex-

periment, the facial map has the size of 512 × 512 and can

be obtained by connecting consecutive keypoints in a pre-

set semantic sequence and projecting it onto the 2D image

plane using a pre-computed camera matrix.

Style-Aware Loss. To learn the style-aware loss, we in-

troduce the style-aware photometric loss Lsp. This loss is

combined with the generator loss LG to improve the gen-

eration quality and penalize the generated output that has a

high deviation from the reference style patterns. The style-

aware photometric loss is formulated as the pixel-wise error

between the generated image I
′ and the matched style pat-

tern image Im:

Lsp = ∥W ⊙ (I′ − Im)∥1 (3)

where W is the weighting mask which has values depend-

ing on different face regions; ⊙ denotes the Hadamard prod-

uct; the matched style pattern image Im is obtained by us-

ing [8] to retrieve the best-matched image corresponding to

one of the style reference images. To acquire W, we first

use an off-the-shelf face parsing method to generate the seg-

mentation mask of the face [28]. To achieve high fidelity

image generation, we want the network to focus more on

each facial region. Specifically, the corresponding weight

of W according to mouth, eyes, and skin regions are set to

5.0, 3.0, 1.0, respectively. Note that weights for other re-

gions in the weighting mask W, e.g. background, are set to

0.

4. Style Transfer

The style transfer phase focuses on transferring the styles

to a new character by re-weighting the Motion Generator

given the input audio. In our transferring phase, we assume

that the talking or singing styles are encoded in both the

audio stream and reference images. Therefore, this style in-

formation is learnable and can be transferred from one to

another character. As in [1], we mainly rely on the pre-

trained models from the training phase to perform the style

transfer. Since Style-Aware Generator can cover the visual

information generated from different styles, our goal in this

phase is to make sure the style encoded in the Intermedi-

ate Audio-driven Motions can be adjusted to different styles

rather than just the neutral one (i.e., the styles in the train-
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ing data). We capture both the audio stream and reference

images as the input in this stage. See Figure 2 for the details

of our style transfer process.

Given the reference images and an audio stream (e.g.,

opera, rap, etc.), we first use the pre-trained audio en-

coding to extract the audio feature and apply the Motion

Generator to reconstruct the audio-driven motion φmg. The

reference images are fed through a pre-trained landmark de-

tector to extract their corresponding facial landmarks φs.

The generated motions and facial landmarks are vectorized

into (68 × 3)-dimensional vectors. Both φmg and φs are

then passed through a style transfer network to extract the

mean features. A style transfer loss Ltransfer is then op-

timized through back-propagation. The mean features are

the latent encoded vector containing both information from

the audio-driven landmarks and the facial landmarks.

4.1. Style Transfer Network

The style transfer network f(·) aims to learn the differ-

ences between motions of the input reference images and

audio-driven motions extracted from the Motion Genera-

tor. Thanks to the style transfer loss Ltransfer, the net-

work is optimized to lower the gap of both mentioned mo-

tions, and then re-weight the parameters of Motion Gener-

ator to generate output motions that is similar to the tar-

get style. After re-weighting, the Motion Generator can

produce style-aware audio-driven motions which are then

passed into Style-Aware Generator to generate 2D anima-

tion with style. The style transfer network has three mul-

tilayer perceptrons (MLP), each MLP layer has 1024, 512,

and 256 neurons, subsequently. The final layer produces the

mean features used in the style transfer loss.

4.2. Style Transfer Loss

The style transfer loss is proposed to ensure the generated

motions take into account the target style. This loss is in-

cooperated with the Motion Generator loss Lmg for fine-

tuning the Motion Generator module during the transfer-

ring process. The style transfer loss Ltransfer is contributed

by the constraint loss Lsc and the regularization loss Lr.

The constraint loss is introduced to learn the style from the

source motion and then transfer it into the generated one

through the style transfer network.

Lsc = ∥f(φmg)− f(φs)∥
2
2 (4)

where f(·) is the style transfer network.

The regularization loss Lr aims to increase the general-

ization of the style transfer process. Besides, it can deal

with extreme cases of the generated motions that may break

the manifold of valid styles and negatively affect the gener-

ated images. This loss is computed as:

Lr =

(

∥

∥

∥
∇

φ̂mg

f(φ̂mg)
∥

∥

∥

2
− 1

)2

(5)

where φ̂mg is the joint representation that controls the con-

tribution of source motion φs during the style learning pro-

cess. φ̂mg is computed from φs and φmg as follows:

φ̂mg = γφs + (1− γ)φmg (6)

where γ controls the amount of leveraged style information.

The final transferring loss Ltransfer is computed as:

Ltransfer = Lmg + Lsc + Lr (7)

So as to control the style, both reference images and the

audio stream are required during the transferring process.

5. Experiment

5.1. Dataset

Face. We use the VoxCeleb2 [9] to learn facial expressions.

All videos are extracted at 60 FPS. We first trim the video to

retain the face in the center, then resize it to 512× 512. Our

internal face tracker is leveraged to obtain 68 key points

on the face. Face segmentation [28] is used to obtain the

skin mask. Following [31], the head and torso motion is

manually identified for the first frame of each series and

tracked for the remaining frames using optical flow.

Audio. Following [31, 51], we use the Common Voice

dataset [2] to train the Audio Encoder. There are around 26
hours of unlabeled statements throughout all samples. Note

that 80-dimensional log Mel spectrograms are employed as

surface representation and are computed with 1
120 (s) frame-

shift, 1
60 (s) frame length, and 512-point STFT representa-

tion.

We evaluate and benchmark our results in the RAVDESS

dataset [30]. The RAVDESS is a validated multimodal

database of emotional speech and song, which is suitable

and challenging to validate our method and different base-

lines. Note that, we only use this dataset for benchmarking

to avoid training bias.

5.2. Implementation

We implement our framework using PyTorch. We train the

network on the NVIDIA Titan V100 GPU with Adam op-

timizer [23]. The learning rate is set to 10−4, 10−4, 10−5,

10−4 to train the Audio Encoding, the Motion Generator,

the Style-Aware Generator, and the Style Mapping, respec-

tively. The batch size is set to 8 for the Style-Aware Gener-

ator and 64 for other modules.

The implementation details of the networks in our Style

Mapping module are described as follows.

Keypoint Extractor Given the input neutral image Is,

a set of k number of keypoints ck is extracted using a 3D

U-Net encoder-decoder [44]. First, we project the encoded

feature maps onto 3D volumes using 1×1 convolution. The

encoder has 5 down-sampling layers. The decoder part of
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the network has 5 up-sampling layers. Finally, the keypoints

are predicted from the final 3D convolution layer.

Pose Expression Network We extract the pose, parame-

terized by a translation vector τ ∈ R
3 and a rotation matrix

R ∈ R
3×3, and expression information εk from the image

by a Pose Expression Network. We adopt the same architec-

ture as in [35]. A sequence of ResNet blocks is followed by

global pooling to eliminate the spatial dimension. The rota-

tion angles, translation vector, and expression information

are then estimated using various linear layers. To estimate

head pose, we divide the entire angle range into 66 bins of

angles for yaw, pitch, and roll. Then, the network predicts

the probability of the bin to which the target angle should

belong. The rotation angles are then converted into a 3D

rotation matrix. The final keypoints that contain the geo-

metric and style information of the neutral image and Style

Reference image are computed as in Equations 1 and 2.

Warping Network To reconstruct the output Interme-

diate Style Pattern image Io, we use a Warping Network

to warp the feature volume of the neutral image using the

two extracted keypoints set C and C̄ and their geometry

information. Specifically, following first-order approxima-

tion [36], we estimate a warping function wk for each k-th

keypoints of the Style Reference image and the keypoints

of the neutral image.

wk : RR̄−1
(

p̄− C̄k

)

+Ck 7→ p (8)

where p and p̄ are the 3D voxel location of the feature vol-

ume corresponding to the neutral image and Style Refer-

ence.

For each k-th keypoint , we apply wk on every loca-

tion of the neutral feature volume wk(Fs) to obtain the k-

th warped volume. Then, we concatenate all the warped

volumes and pass them into a Warping Network to pre-

dict K composition maps m = {m1,m2, ...,mK}, which

contains the composition weights to aggregate the warping

functions. In particular, we apply the softmax function at

each location so that the composition weights can satisfy

the condition:
∑

k

(mk)(p̄) = 1 & 0 ≤ mk(p̄) ≤ 1, ∀p̄ (9)

The final warped volume w(Fs) is calculated as the lin-

ear combination of the K warped volumes w(Fs) =
∑

K

k=1 mkwk(Fs). To handle occlusions caused by the

warping, the network also predicts a 2D occlusion mask o,

which is used as input of the Intermediate Generator in ad-

dition to the final warped volume.

Intermediate Generator This network takes the warped

feature volume w(Fs) of the neutral image and projects it

back to 2D dimensions. Then, the input feature is multi-

plied with the occlusion mask o obtained from the Warping

Network. Finally, a 2D residual block series (6 blocks in

total), 2 up-sampling layers, and a convolution layer are ap-

plied to construct the final Intermediate Style Pattern image.

Since Intermediate Generator is an image generator, it con-

tains LSGAN loss [32] that stabilizes the training process

by adopting least squares. To achieve high fidelity, we min-

imize differences at the pixel-wise level and feature level as

well as ensure the consistency of estimated keypoints. We

also minimize high-level differences of style discrepancies

through perceptual loss [22].

5.3. Qualitative Evaluation

(a) (b) (c) (d) (e) (f)

Figure 3. Our 2D photo-realistic talking head results with different

styles. (a), (c), (e) are ballad, rap, and opera style references,

respectively; (b), (d), (f) are the corresponding style transfer re-

sults. For more details, please visit our demonstration video.

Figure 3 shows that our method successfully transfers

different styles such as ballad, rap, or opera to a new

target character. Figure 4 shows the comparison between

our method and recent works on 2D photorealistic talking

head animation [31, 51] when the character sings an opera

song. Focusing on the mouth, we notice that our method

produces better results in mouth motion variance and eye

expression compared to the results from [51] and [31]. In

Figure 5, we show the comparison between different styles

when they are encoded in one input audio to generate talk-

ing heads. Note that, in this case, different input images

are used to verify the synthesis effectiveness of our method.

Although different styles are encoded into different images

to generate different talking heads, the animation is real-

istic and the performance of lip-synchronization is well-

reserved.

5.4. Quantitative Evaluation

5.4.1 Evaluation Metric

We use six different metrics to evaluate how good and nat-

ural the animation of the generated talking head is: Cu-

mulative Probability Blur Detection (CPBD) [42], Land-

mark Distance (D-L) [51], Landmarks Distance around the

Mouth (LMD), Landmark Velocity difference (D-V) [51],

Difference in the open mouth area (D-A) [51].
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Figure 4. Comparison between different 2D talking head galleries

on opera style. Our method generates more natural and realistic

motion, especially around the mouth and the eye of the character.

Style transfer metric. To evaluate style transfer results

efficiently, we introduce three new following metrics.

Style-Aware Landmarks Distance (SLD): To evalu-

ate the style information encoded in a generated talk-

ing head, we design a metric called Style-Aware Land-

marks Distance (SLD). This metric calculates the accu-

racy of mouth, eyes, head pose shapes between a chun-

ked window of style reference and a chunked window

of corresponding talking head animation. Lower is bet-

ter. Let’s assumed that a style reference video with

Ns frames is split into multiple temporal periods of

F frames (window size), i.e., style reference windows

Ws =
(

w
(0:F)
s ,w

(v:F+v)
s ,w

(2v:F+2v)
s , · · · ,w

(κv:F+κv)
s

)

,

with w
(i:F+i)
s being the frames from i-th to (F + i)-th of

the reference video, v is the stride, and κ = ⌊(Ns −
F)/v⌋. Similar to the reference video, we chunk the

generated animation video into smaller chunked windows

Wa =
(

w
(0:F)
a ,w

(v:F+v)
a ,w

(2v:F+2v)
a , · · · ,w

(κv:F+κv)
a

)

.

The SLD is then calculated with the core is the D-L met-
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ric as:

SLD =
1

|Ws|

∑

ws∈Ws

(

min
wa∈Wa

(D−L (ws,wa))

)

(10)

where D−L is the Landmark Distance metric [51].

Similarly, we calculate the Style-Aware Landmarks Ve-

locity Difference (SLV) and Style-Aware Mouth Area Dif-

ference (SMD).

5.4.2 2D Talking Head Generation Results

Table 1. Result of different 2D talking head generation methods.

Methods
Metrics

CPBD↑ LMD↓ D-L↓ D-V↓ D-A↓

Ground Truth 0.28 0.00 0.00% 0.00% 0.00%

MIT [51] 0.18 2.28 2.78% 0.88% 14.52%

PCT [49] 0.09 3.22 3.27% 0.86% 36.84%

LSP [31] 0.20 3.29 5.43% 0.85% 30.65%

AD-NERF [17] 0.21 2.43 2.67% 0.85% 13.34%

MetaPortrait [46] 0.20 2.02 3.42% 0.84% 17.69%

Diffused Heads [38] 0.22 2.13 2.72% 0.84% 11.23%

Ours 0.26 1.83 2.65% 0.83% 10.53%

Table 1 shows the 2D talking head result comparison be-

tween our method and recent baselines, including [17, 31,

38, 46, 49, 51]. From Table 1, we can see that our method

outperforms recent state-of-the-art approaches by a large
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margin. In particular, our method achieves the highest ac-

curacy in CPBD, LMD, D-L, D-V, and D-A metrics. These

results show that our method successfully renders the 2D

talking head and increases the quality of the rendered re-

sults. Overall, our method can increase the sharpness of the

head (identified by CPBD) metric, while generating natu-

ral facial motion (identified by LMD, D-L, D-V, and D-A

metric).

5.4.3 Motion Templates for Style Reference

The style reference is expected to capture the personalized

spotlight of the characters when they are talking or singing.

To learn and capture the style information from a target

character, we need to use the key motion templates that

match with the syllable. According to music theory about

rhythm [3], a word can have many syllables and one syllable

can have more than one vowel. Vowels are a, e, i, o, u. The

other letters (like b, c, d, f ) are consonants. However, each

word can be split into single syllables and follow open and

closed syllable patterns. A closed syllable has a short vowel

ending in a consonant. It currently matches with the ‘None’

case and ‘M’ case, which are split based on the differences

in mouth shape. An open syllable ends with a vowel sound

that is spelled with a single vowel letter. ‘R’ case and ‘O’

case are two cases of the open syllable that have high differ-

ences in mouth motions. Each word can be formed by more

than one vowel and there are seven syllable types in total

for English. For visualization of motion templates, please

see Figure 6.

(a) None case (b) R case

(c) O case (d) M case

Figure 6. Illustration of four key motion templates.

5.4.4 Style Comparison

Table 2. Result comparison in terms of style transfer between dif-

ferent 2D talking head generation methods.

Methods
Metrics

SLD↓ SLV↓ SMD↓

MIT [51] 3.00 0.94 5.03

PCT [49] 3.58 0.93 7.28

LSP [31] 5.40 0.91 6.89

AD-NEFT [17] 4.69 0.92 5.48

MetaPortrait [46] 3.73 0.90 4.97

Diffused Heads [38] 3.01 0.90 4.66

Ours 2.84 0.89 4.26

Table 2 shows the comparison between our method and

other baselines [17, 31, 38, 46, 49, 51] in terms of style

transfer. Three designed metrics (SLD, SLV, and SMD) are

used for evaluation and benchmarking. The results show

that our method outperforms others by a large margin in all

three metrics. This substantial performance gap strongly

suggests the efficacy of our method in accurately capturing

style characteristics from the reference image and seam-

lessly transferring them onto the target image. This not

only highlights the robustness of our method but also un-

derscores its potential for practical applications in various

domains requiring high-quality style transfer. Furthermore,

these results underscore the importance of our approach in

advancing the state-of-the-art in style transfer techniques,

promising richer and more faithful artistic transformations.

6. Conclusion

We have introduced a novel method designed to generate

lifelike 2D talking heads from input audio signals, revo-

lutionizing the realm of character animation. In addition

to the primary audio stream and an accompanying image,

our framework harnesses a meticulously curated set of ref-

erence frames to effectively learn the character style char-

acteristics. Notably, our approach excels even with the

most demanding and challenging vocal styles, including

ballad, opera, and rap, where complex movements are

necessary to produce animations that are faithful and natu-

ral. Extensive experiments demonstrate the superior per-

formance of our talking head synthesis, showing qualita-

tive and quantitative advantages over recent state-of-the-art

methods. The versatility of our framework can be poten-

tial for diverse applications, ranging from dubbing, video

conferencing experiences, to the creation of dynamic virtual

avatars. With the ability to accurately capture and animate

diverse head movement styles, we hope to further advance

the field of character animation, allowing more expressive

and vivid human-like facial talking animation.
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