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1. Implementation Details
We add more implementation details of network architec-
ture, training and inference in this section.
ART•V Architecture. ART•V is composed of two individ-
ual networks, i.e., mask prediction network Φmask and dy-
namic noise prediction network Φdynamic, for estimating
mask and dynamic noise, respectively. Both networks uti-
lize the same architecture except for the minor modifica-
tions of feature channel number. We report the architecture
details in Tab. 1. As can be seen, we reduce the feature
channel of Φmask compared with Φdynamic. The parameter
of Φmask is 51.18 M, which is much smaller than Φdynamic

of 1167.69 M. Because we utilize Φmask to predict the
one-channel mask, which is easier compared with dynamic
noise estimation of Φdynamic. The autoencoder and text
encoder of ART•V are elaborated in Tab. 3. We use Autoen-
coderKL [8] and FrozenOpenCLIPEmbedder [7] to initial-
ize the autoencoder and text encoder of ART•V. We adopt
the default settings of T2I-Adapter [5] except for channel
settings. Please check the adapter setting in [3].
Training. We report the training details in Tab. 4. We fol-
low most default training settings as in [8] to train ART•V.
Thanks to the 2D architecture of ART•V, we can use a large
batch size of 480 to conduct end-end training with the lim-
ited GPU resources.
Inference. We use DPMPP2SAncestral Sampler 1 to con-
duct inference. In order to save inference time, the sam-
pling step is set as 50. We found that increasing sampling
step can not bring a notable quality boot. We choose 50 to
make a good speed-quality trade-off. To amplify the effect
of the conditional signals of reference frames yref , global
anchor frame yanchor and text prompts ytext, we adopt the
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1https://github.com/Stability- AI/generative-
models / blob / main / sgm / modules / diffusionmodules /
sampling.py#L247

classifier-free guidance [4] for inference. In specific, the
final predicted noise can be formulated as

ϵ = Φ(yref ,yanchor,ytext)

+ ωref (Φ(yref ,yanchor,ytext)− Φ(∅,yanchor,ytext))

+ ωanc(Φ(yref ,yanchor,ytext)− Φ(yref , ∅,ytext))

+ ωtxt(Φ(yref ,yanchor,ytext)− Φ(yref ,yanchor, ∅)),
(1)

where ωref , ωanc and ωtxt are the guidance scales of yref ,
yanchor and ytext. We set ωref , ωanc and ωtxt as 0.25,
0.25 and 6.5, respectively. The values may be changed for
different samples to achieve better quality.

Table 1. Network architecture details. We initialize Φdynamic

using the pretrained SD-2.1 [8]. Φmask is randomly initialized.

Setting Φdynamic Φmask

input shape [4, 80, 80] [4, 80, 80]
output shape [4, 80, 80] [1, 80, 80]
model channels 320 64
attention resolutions [4, 2, 1] [4, 2, 1]
num res blocks 2 2
channel mult [1, 2, 4, 4] [1, 2, 4, 4]
num head channels 64 32
transformer depth 1 1
context dim 1024 1024
adapter config:

channels [320, 640, 1280, 1280] [64, 128, 256, 256]
nums rb 2 2
cin 8 8
ksize 1 1
sk True True
use conv False False

params (M) 1167.69 51.18
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Table 2. Model efficiency comparisons. A batch is a video containing 16 frames. We choose three resolution settings of 320, 448 and 768
for inference. All experiments are conducted in one Nvidia A100-80GB GPU.

Method

Inference Training

FLOPs
(G/batch)

Throughput
(batch/s)

GPU memory
(GB/forward) Batch

size
Iteration

(k)
GPU

number
GPU
type

320 448 768 320 448 768 320 448 768
ModelScope [9] 3689.72 7201.22 21100.92 7.87 3.43 0.78 10.91 16.67 75.08 3200 267 - A100-80GB
ART•V (Ours) 3163.20 6162.88 18036.96 12.16 5.55 1.35 10.52 11.08 13.44 480 258 4 A100-80GB

Table 3. Details of autoencoder and text encoder.

Setting Value
Autoencoder

type AutoencoderKL [8]
z channels 4
in channels 3
out ch 3
ch 128
ch mult [1, 2, 4, 4]
num res blocks 2

Textencoder
type FrozenOpenCLIPEmbedder [7]
Embedding dimension 1024
CA resolutions [1, 2, 4]
CA sequence length 77

Table 4. Training details.

Setting Value
Diffusion config:

loss mean squared error
timesteps 1000
noise schedule linear
linear start 0.00085
linear end 0.0120
prediction model eps-pred

optimizer AdamW
optimizer momentum β1 = 0.9, β2 = 0.999
learning rate 1e−5

batch size 480
EMA decay 0.9999
GPU num 4
Training data FPS 8

2. Model Efficiency Evaluation

We evaluate the model efficiency of our ART•V and Mod-
elScope [9] in this section. All experiments are conducted in
one Nvidia A100-80GB GPU. Notably, ModelScope gener-
ates a whole video from text in a one-shot manner. We com-
pare the statistics for generating short video clips contain-
ing 16 frames. Table 2 shows the results. ART•V requires
slightly fewer FLOPs than ModelScope, while enjoying an
almost 2× faster inference speed. The GPU memory cost
of ART•V is much lower than that of ModelScope when
performing inference at high resolution. In addition, the
training cost of ART•V is significantly reduced compared to
ModelScope, where the latter demands hundreds of GPUs
to allow training on large batch size of 3200.

3. Investigation of Masked Diffusion Model
In this section, we provide more visualizations of mask pre-
dicted by masked diffusion model. The reference frame is
generated by SDXL [6]. The maximal sampling step is 50.
We visualize the mask with an interval of 4. The results are
presented in Fig. 1. It is worth noting that the black area of
the mask has the low value, which means motion area that
needs to be predicted by dynamic noise prediction network.
In contrast, the bright area of the mask has the high value,
which can be directly copied from the reference frame.

4. Additional Experiments
We provide more visual results of text-to-video generation
in Fig. 7, Fig. 8, Fig. 9, Fig. 10, and more visual results
of text-image-to-video generation in Fig. 2, Fig. 3, Fig. 4,
Fig. 5, Fig. 6, and more visual results of multi-prompt text-
to-video generation in Fig. 11.

For text-to-video generation, we make comparisons with
one well-known method ModelScope [9]. In particular, our
ART•V, specifically trained for text-image-to-video gener-
ation, can generate comparable and even better results in
comparison with ModelScope [9].

For text-image-to-video generation, we make compar-
isons with one powerful image-to-video method I2VGen-
XL [1]. We use Midjourney [2] to generate the initial frame.
As can be clearly observed, I2VGen-XL [1] can not keep
the original details of reference frame. It only captures the
conceptual style and generate very limited and unrealistic
motions. In contrast, our ART•V captures large motion
while preserves the overall scene, showcasing rich details
and maintaining aesthetic quality.

For multi-prompt text-to-video generation, we collect
multiple prompts, each representing specified scene and
motion. We generate 16 frames for each prompt. We fix the
global anchor frame for each prompt in order to keep scene
consistency. In specific, for the first prompt, we choose
the first generated frame by the model as the global anchor
frame. For the following prompts, the global anchor frame
is initialized from the last generated frame of 16 frames of
previous consecutive adjacent prompt.

We also provide an additional video demonstration in the
supplementary video. We recommend referring to it for the
qualitative comparison.
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Figure 1. Visualization of mask predicted by masked diffusion model.
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Figure 2. Visual results of text-image-to-video generation.
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Figure 3. Visual results of text-image-to-video generation.
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Figure 4. Visual results of text-image-to-video generation.
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Figure 5. Visual results of text-image-to-video generation.
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Figure 6. Visual results of text-image-to-video generation.
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Figure 7. Visual results of text-to-video generation.



Superman and 

Wonder Woman 

are flying and 

battling, their 

capes whooshing, 

in stormy sky.

Pr
om

pt

AR
T•
V 

(O
ur

s)
M

od
el

Sc
op

e

A happy penguin 

is sliding and 

splashing, 

its belly 

glistening, on a 

smooth icy slope.

Pr
om

pt

AR
T•
V 

(O
ur

s)
M

od
el

Sc
op

e

Figure 8. Visual results of text-to-video generation.
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Figure 9. Visual results of text-to-video generation.
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Figure 10. Visual results of text-to-video generation.
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Figure 11. Visual results of multi-prompt text-to-video generation.
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