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Abstract

Common evaluation metrics for generative models, such
as the Fréchet Inception Distance (FID), can produce vari-
able results due to their reliance on image sampling. Some
methods accelerate the convergence to optimal FID scores
by utilizing pre-trained models for constructing discrimi-
nators, a process that bears similarity to the operational
mechanism of the FID metric itself. This approach can lead
to an overestimation of performance. Consequently, while
the FID scores may improve, the visual quality of the gen-
erated images may deteriorate. To better evaluate the vi-
sual quality of a GAN model, we propose a reference-based
evaluation metric for GAN by leveraging GAN Inversion.
Specifically, our evaluation metric measures the invertibil-
ity of a GAN model to invert unseen images from the tar-
get distribution. Experimental results demonstrate that our
proposed evaluation metric could effectively measure GAN
models under the same image content, especially for those
trained with pretrained vision models.

1. Introduction
Recently, unconditional generative adversarial networks
(GANs) have been able to generate images of remarkable
quality. GANs have achieved impressive photo-realism for
image synthesis tasks.

Evaluating GANs presents significant challenges due to
the complexity and variety of these models. Assessing
GANs is difficult because they generate new, synthetic in-
stances of data, which can be hard to quantify and compare
objectively. Traditional methods of evaluation, such as Peak
Signal to Noise Ratio (PSNR) [10] used in supervised learn-
ing, are not directly applicable to GANs. Furthermore, the
inherent stochastic nature of these models means that they
can produce different outputs even when fed the same input,
adding another layer of complexity to their evaluation.

Currently, the main metrics for evaluating GAN mod-
els include the Inception Score (IS) [7] and the Frechet In-
ception Distance (FID) [2]. IS measures the diversity and
quality of images generated by a GAN, using a pre-trained
Inception model to predict the class labels of generated im-
ages. The FID score, on the other hand, compares the distri-
bution of generated images to that of real images, aiming to
quantify how similar the two sets of images are. However,
these metrics have their limitations. IS can’t detect mode
collapse, a common problem in GANs where the model
generates a limited variety of outputs. FID, while useful
in comparing the quality of images, relies heavily on the In-
ception model and is limited to the visual quality that the
model can capture. Both metrics can be influenced by fac-
tors such as dataset bias and the specific architecture of the
Inception model used.

Recently, Axel et al. proposed Projected GANs [8],
which achieve the same FIDs as the previous best meth-
ods up to 40 times faster. This is because the model uti-
lizes the utility of pretrained representations to improve and
stabilize GAN training. By incorporating a strong back-
bone from a pre-trained classifier as the discriminator, these
GANs leverage the extensive learning and feature extrac-
tion capabilities that have already been established in these
classifiers. Since the discriminator in Projected GANs is
adapted from a pre-trained classifier, similar to how the FID
metric operates, there is a risk that the FID scores might not
truly represent the quality of the images generated by these
GANs. Essentially, this similarity between the GAN’s dis-
criminator and the FID’s evaluation process could result in
inflated FID scores, providing a somewhat misleading view
of the GAN’s capabilities (as shown in Fig. 1).

To address these challenges, we propose an evaluation
method that involves GAN evaluation through GAN inver-
sion. In this approach, two generators are evaluated under
the same images, allowing for a more direct comparison
of their performance. This method is not only helpful for
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StyleGAN2, FID=5 Projected GANs, FID=3

Figure 1. Illustration of visual comparison for StyleGAN2 and Projected GANs after . Projected GANs is better in terms of FID score, but
suffers from low visual quality.

human evaluators but also offers a more robust alternative
to FID. Unlike traditional metrics, this approach does not
work similarly to the loss function, reducing the likelihood
of the evaluation metric being manipulated or attacked. Ad-
ditionally, this method allows for the evaluation of GANs
at different granularities, providing a more nuanced under-
standing of their performance.

2. Related Works

2.1. Evaluation of Generative Adversarial Net-
works

Qualitative Evaluation of GANs Human evaluators are
shown pairs of images and asked to choose the more re-
alistic one, with the performance of a generative model as-
sessed based on the frequency of preference for its images.
Scores are averaged across evaluators to reduce variance,
but a limitation is the potential evolution of judges’ perfor-
mance over time.
Quantitative Evaluation of GANs

The quantitative metrics for GAN evaluation can be di-
vided into Content-Variant Metrics and Content-Invariant
Metrics, contingent upon whether the ground truth and in-
put images are matching pairs. The Content-Variant Met-
rics include Inception Score (IS) and Fréchet Inception
Distance (FID). Content-Invariant Metrics include Learned
Perceptual Image Patch Similarity (LPIPS), Peak Signal to
Noise Ratio (PSNR), and Structural Similarity Index Mea-
sure (SSIM).

• Inception Score (IS): This metric evaluates the quality and
diversity of generated images by leveraging a pre-trained
Inception-v3 classifier network to compute the average
class probability distribution for the generated images [7].
A higher IS indicates superior model performance.

• Fréchet Inception Distance (FID): This metric quantifies
the similarity between the feature distributions of real and

fake images in a high-dimensional feature space, utiliz-
ing a pre-trained Inception-v3 network to extract features
from both image sets and computing the FID between
their distributions [2]. A lower FID signifies better per-
formance.

• Perceptual Image Patch Similarity (LPIPS): This metric
calculates the distance between the feature representa-
tions of the two images at multiple layers of a pre-trained
network and aggregates these distances to yield a simi-
larity score [12]. A lower LPIPS value indicates better
performance.

• Structural Similarity Index (SSIM): This metric assesses
the similarity between two images by comparing their
pixel values at each point within a local window, consid-
ering both contrast and structural similarities within the
window regions [10]. A higher SSIM value denotes bet-
ter performance.

• Peak Signal to Noise Ratio (PSNR): PSNR is a commonly
used metric for evaluating the quality of reconstruction
in lossy compression codecs, by comparing the similar-
ity between the original and compressed images [10]. A
higher PSNR indicates better performance.

2.2. GAN Inversion

GAN inversion is a technique aimed at inverting a given
image back into the latent space of a pretrained GAN
model [11].

Learning-based GAN Inversion. It involves the use of
an encoding neural network that is trained to map an image
into a latent code. The key objective here is to optimize the
encoder so that it can effectively transform the input image
into a latent representation suitable for the GAN to recon-
struct the image. This approach is notable for its efficiency
in generating latent representations that are both accurate
and robust for various images [6, 9, 13].

Optimization-based GAN Inversion. The second cat-
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Figure 2. Illustration of the general pipeline for our proposed evaluation method. An image from the real world is utilized as an input
to conduct an evaluation of two generative models, namely Generator #1 and Generator #2. This image is individually inverted into
the latent spaces corresponding to each of the two generators, resulting in two distinct inverted outputs: Reconstructed Image #1 and
Reconstructed Image #2. The quality of each generator is quantitatively assessed by measuring and comparing the distances (Distance
#1and Distance #2) between the inverted images and the original real image.

egory focuses on the direct optimization of the latent code
to achieve accurate reconstruction of the target image. It
involves iteratively tweaking the latent code to minimize
the difference between the generated image and the input
image. This method is particularly useful when precision
in image reconstruction is paramount, as it allows for fine-
grained control over the generated output [1, 4].

3. Approach

If a given image can be successfully inverted, meaning a la-
tent code is identified that enables the generator to produce
an image identical to the given one, it demonstrates the gen-
erator’s capability to recreate that specific image. Extending
this concept to multiple images, if a model can effectively
invert a set of test images, it indicates the model’s profi-
ciency in generating a diverse range of images. Such an
ability to accurately invert a collection of images from a
test set suggests a high level of competency in the genera-
tor. This proficiency in inverting a spectrum of images is a
strong indicator of the quality and robustness of the genera-
tor within the GAN framework. Building upon this concept,
we propose an evaluation methodology based on GAN in-
version. This approach leverages the inversion process as a
metric to assess the capabilities of a GAN’s generator.

3.1. Inversion Process

We introduce a method shown in Fig. 2 for assessing the
efficacy of generative models G, utilizing a dataset com-
prising N test images. The detailed pipeline can be found
in Alg. 1. The procedure commences by inverting each im-
age in the dataset I1r , I

2
r , . . . , I

N
r into the latent space of the

generative model G. Inverting an image Ii into the latent
space of G is represented as

Ci = G−1(Ii), (1)

where Ci denotes the inverted representation of Iir in the
latent space, and G−1 symbolizes the inverting operation
applied by the model G. This inverting, executed via
an optimization process, generates a set of inverted codes
{C1

r,C
2
r, . . . ,C

N
r }.

Finally, the reconstructed image IiC corresponding to the
optimized latent vector C is obtained through

IiC = G(Ci). (2)

In this expression, IiC represents the final reconstructed
image, achieved by passing the optimized latent vec-
tor Ci through the generative model G. Subsequently,
the approach involves a comparative analysis, where the
LPIPS [12] metric is employed to compute the distances
between each corresponding pair of the original and the re-
constructed images. The distance for each pair is denoted
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Algorithm 1: The evaluation process of the pro-
posed method.

Input: N Testing Images {I1r , I2r , . . . , INr }, testing
Generators G

Output: Evaluation Score for G, namely S
1 Invert each image in {I1r , I2r , . . . , INr } into latent

space for G by optimization process, obtaining
inverted code {C1

r,C
2
r, . . . ,C

N
r }

2 Feed {C1
r,C

2
r, . . . ,C

N
r } to G as inputs, obtaining

reconstructed output {I1c , I2c , . . . , INc }
3 Given two sets of images {I1c , I2c , . . . , INc } and

{I1r , I2r , . . . , INr }, calculate the LPIPS distances
between corresponding pairs of images as
{D1, D2, . . . , DN}, where each Di represents the
distance between Iic and Iir.

4 The score S is then defined as the average of these
distances: S = 1

N

∑N
i=1 D

i

as Di, representing the degree of similarity between Iic and
Iir.

The overall performance score S of the generative model
G is determined by averaging these distances. This score
provides an insightful quantitative measure of the model’s
ability to faithfully reconstruct images from their corre-
sponding latent representations, thus serving as a pivotal
benchmark for evaluating the model’s reconstruction accu-
racy.

3.2. Optimization Methods

3.2.1 Vanilla Optimization Process

To achieve this inverting, an optimization process is uti-
lized, formalized as

Cr = argmin
Cr

L(G(Cr), I). (3)

Here, Cr signifies the optimized latent vector that best rep-
resents the image Ir within the latent space of G. The func-
tion L represents a loss function, which quantifies the dis-
crepancy between the reconstructed image G(Cr) from a
latent vector Cr and the original image Ir. The optimiza-
tion aims to find the latent vector Cr that minimizes this
loss, thereby ensuring the closest possible representation of
Ir in the latent space. The whole pipeline is outlined in
Alg. 2.

3.2.2 Improved Optimization Process

We introduce an improved optimization strategy designed to
effectively generate latent codes from a testing image using
a GAN and its associated mapping network. The process
is encapsulated in Alg. 3, which initiates with the sampling

Algorithm 2: Algorithm of Vanilla Optimization
Process.

Input: Testing image Ic, generator G, mapping
network M , the number of random sampled
vectors T .

Output: Latent code Cr

1 Sample T random vectors z1:T and initialize them
with a normal distribution.

2 w1:T = M(z1:T )

3 w = 1
T

∑T
i=1 wi, where w denotes the average.

4 Initialize Cr = w
5 for number of iterations do
6 Update Cr by minimizing:
7 Cr = argminCr

L(G(Cr), Ir).

8 return Cr

Algorithm 3: Algorithm of Improved Optimization
Process.

Input: Testing image Ic, generator G, mapping
network M , the number of random sampled
vectors T , the number of coefficients learned
nC .

Output: Latent code Cr

1 Sample T random vectors z1:T and initialize them
with a normal distribution.

2 w1:T = M(z1:T )

3 Calculate the mean vector: w = 1
T

∑T
i=1 wi

4 Compute the covariance matrix:
C = 1

T−1

∑T
i=1(wi −w)(wi −w)T

5 Compute the eigenvalues λi and eigenvectors vi of
C

6 Sort the eigenvectors vi by descending eigenvalues
λi

7 Let PC be the matrix of the first nC sorted
eigenvectors: PC = [v1,v2, . . . ,vnC

]
8 Initialize wa = 0 ∈ R1×nc

9 for number of iterations do
10 Cr = w +wa × PC
11 Update wa by minimizing:
12 wa = argminwa L(G(Cr), Ir).

13 return Cr

of T random vectors z1:T from a standard normal distribu-
tion. These vectors are subsequently processed through a
mapping network M , yielding a series of w-vectors, w1:T ,
located within the GAN’s latent space.

Central to our method is the application of Principal
Component Analysis (PCA) to the set of w-vectors. We
begin by computing the mean vector w and the covariance
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matrix C of the w-vectors as follows:

w =
1

T

T∑
i=1

wi, (4)

C =
1

T − 1

T∑
i=1

(wi −w)(wi −w)T . (5)

Subsequent to the computation of w and C, we derive
the eigenvalues λi and eigenvectors vi. These eigenvec-
tors are sorted based on the descending order of their cor-
responding eigenvalues, and the principal components are
extracted by selecting the first nC eigenvectors to construct
the matrix PC:

PC = [v1,v2, . . . ,vnC
]. (6)

The optimization of the latent code Cr commences with
the initialization of the coefficient vector wa as a zero vec-
tor in R1×nC . Iteratively, over a number of iterations, we
update Cr by computing:

Cr = w +wa × PC. (7)

Here, wa is refined by minimizing the loss function L,
which quantifies the difference between the generated im-
age G(Cr) and the target testing image Ir. This iterative
refinement of Cr aims to align the generated image more
closely with the target image.

By leveraging the principal components within the latent
space, our approach ensures that modifications to the latent
code are directed along the most significant axes of varia-
tion. This strategy leads to a more streamlined and effective
optimization process, particularly within the intricate latent
spaces typical of GANs.

Impact of Principal Component Selection. The num-
ber of principal components denoted as nc can balance fi-
delity and computational efficiency.

Higher nc: Improved representation enhances detail and
accuracy in latent space, thus improving inversion preci-
sion. However, there is a risk of overfitting; with limited
data, it may capture noise, thereby reducing generalization.

Lower nc: Model simplification focuses on key varia-
tions, which speeds up computation and possibly reduces
overfitting. Nonetheless, it risks information loss, poten-
tially losing crucial details that impact inversion quality.

4. Experiments and Discussions
4.1. Experimental Setup.

In the experimental segment, our approach involved ran-
domly selecting 1,000 images from the FFHQ validation
dataset [3] to constitute our evaluation set. We conducted

assessments on both Projected GAN and StyleGAN mod-
els. More precisely, we utilized a ProjectedGAN model that
underwent 183,456 iterations of training on the FFHQ train-
ing dataset. Additionally, we evaluated StyleGAN mod-
els that were trained for 1,008, 5,846, and 20,160 itera-
tions on the same dataset. For clarity and precision in our
comparisons, these models are designated as StyleGAN at
1,008 iterations (StyleGAN-1008), StyleGAN at 5,846 it-
erations (StyleGAN-5846), and StyleGAN at 20,160 itera-
tions (StyleGAN-20160).

Throughout our testing procedures, we consistently ap-
plied a PCA with a principal component ratio of 0.9 (has the
same meaning with nc) and employed the Adam optimizer
with hyperparameters set to 0.90 and 0.99. The number of
random sampled vectors T is set to be 100,000.

4.2. Comparison Results

We compares StyleGAN models at different training iter-
ations with a Projected GAN model trained for 183,456
iterations. Fig. 3 highlights contradictory evaluations be-
tween FID scores and visual quality using pre-trained dis-
criminator features. Despite Projected GAN’s lowest FID
(FID equal to 3), suggesting superior image quality, its vi-
sual output quality is comparable to StyleGAN-1008 (FID
equal to 27.15), as seen in Fig. 4. Our scoring aligns more
consistently with visual quality assessments (see Fig. 4).

4.3. Ablations

To verify the effect of each component in Sec. 3, we con-
duct an ablation study by visually comparing the generated
results without each of them.

Different Dataset The images used for testing are
sourced from the FFHQ test set, while the models tested
were trained on the training set of the FFHQ dataset. Al-
though these models have not been exposed to the test
images previously, we also present results on other facial
datasets for a comprehensive evaluation. Fig. 5 demon-
strates the inverting results and scores of four models on the
CeleA dataset [5]. It is observable that, despite the change
in dataset, the relative performance ranking of the models,
as assessed by our score, remains consistent with the results
obtained on the FFHQ dataset. This consistency under-
scores the effectiveness of our proposed evaluation method
across different datasets.

Different Optimization Strategies As mentioned in
Sec. 3.2, we explored two distinct optimization approaches:
Vanilla Optimization and Improved Optimization. To en-
sure that the optimized latent code resides on the genera-
tor’s manifold and to enhance efficiency by reducing the
number of parameters needed for optimization (via PCA),
we adopted the Improved Optimization strategy. Fig. 6
compares the outcomes of these two methods applied to
the StyleGAN model. It reveals that different optimization
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Real Image IC

StyleGAN-1008      
Fid=27.15      

Our Score=0.2050

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1854

StyleGAN#20160      
Fid=5.14      

Our Score=0.1722

Projected GAN      
Fid=3      

Our Score=0.2010

Figure 3. The visual comparison of the inverting process and their corresponding quantitative evaluations for the four models on FFHQ
dataset. From top to bottom, each row represents the real image Ic, followed by the visual outcomes after inverting for StyleGAN-1008,
StyleGAN-5846, StyleGAN-20160, and Projected GAN, respectively. Notably, Projected GAN exhibits the lowest FID value, indicating
superior visual quality. Conversely, StyleGAN-20160 has the lowest value on our score, which also denotes the highest visual quality.

Real Image IC

StyleGAN-1008      
Fid=27.15      

Our Score=0.2050

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1854

StyleGAN#20160      
Fid=5.14      

Our Score=0.1722

Projected GAN      
Fid=3      

Our Score=0.2010

Figure 4. The visual comparison of visual outcomes generated by four models. From top to bottom, each row sequentially displays the
real image Ic, followed by the visual effects of images generated by StyleGAN-1008, StyleGAN-5846, StyleGAN-20160, and Projected
GAN. It is important to note that due to the uniform latent space architecture employed by the StyleGAN models, we utilized the same
latent code for image generation. This approach facilitates a more pronounced comparison of the visual effects across different iterations.

strategies significantly impact the visual quality of model
inversion. Generally, Vanilla Optimization yields lower
scores, indicating that the inverting results are closer to the
original image. Similarly, our scoring system consistently
ranks model performance in the same order across different
optimization strategies.

Different PCA Settings In Sec. 3.2.2, we discussed how
the number of principal components selected in PCA im-

pacts the effectiveness of the Improved Optimization strat-
egy for image inverting. As illustrated in Fig. 7, rather than
directly setting the number of components nc , we employ
the parameter PCA@X . Here, the number of components
is selected such that the explained variance exceeds the
threshold percentage X . This approach allows us to eval-
uate GANs under varying levels of granularity. For higher
values of X , the computed scores are lower, which is rea-
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Real Image IC

StyleGAN-1008      
Fid=27.15      

Our Score=0.1843

StyleGAN#5846      
Fid=7.6      

Our Score=0.1626

StyleGAN#20160      
Fid=5.14      

Our Score=0.1625

Projected GAN      
Fid=3      

Our Score=0.1748

Figure 5. The visual comparison of the inverting process and their corresponding quantitative evaluations for the four models on CelebA
dataset.

StyleGAN-1008      
Fid=27.15      

Our Score=0.1646

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1569

StyleGAN#20160      
Fid=5.14      

Our Score=0.1537

Vanilla Optimization Process

StyleGAN-1008      
Fid=27.15      

Our Score=0.2050

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1854

StyleGAN#20160      
Fid=5.14      

Our Score=0.1722

Improved Optimization Process

Figure 6. The visual comparison for different optimization strategies.

sonable since more features are retained during the invert-
ing process. Additionally, our scoring system consistently
ranks the performance of models in the same order across
different PCA settings.

Different Optimizers During the image inverting pro-
cess, the choice of optimizer can significantly impact the re-
sults. In Fig. 3, we selected Adam as the default optimizer.
In Fig. 8, we compared the outcomes of using the SGD op-
timizer against the Adam optimizer. We observed that em-
ploying the SGD optimizer enhanced the visual appeal of
the inverted results, yet these results exhibited greater diver-
gence from the original image. This can be attributed to the

fact that SGD performs more meticulous adjustments dur-
ing the optimization process, aiding in the precise matching
of certain low-level features of the image. However, this
approach may lead to an increased disparity in the overall
high-level information relative to the original image.

5. Conclusion

We presented a novel approach for evaluating GANs
through GAN inversion, offering an insightful and robust
metric beyond the conventional FID. Our methodology cap-
italizes on the inversion capability of GANs, providing a
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StyleGAN-1008      
Fid=27.15      

Our Score=0.1777

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1638

StyleGAN#20160      
Fid=5.14      

Our Score=0.1558

PCA@0.99

StyleGAN-1008      
Fid=27.15      

Our Score=0.2050

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1854

StyleGAN#20160      
Fid=5.14      

Our Score=0.1722

PCA@0.9

Figure 7. The visual comparison for different PCA Settings.

StyleGAN-1008      
Fid=27.15      

Our Score=0.2261

StyleGAN#5846      
Fid=7.6      

Our Score= 0.2150

StyleGAN#20160      
Fid=5.14      

Our Score=0.2027

SGD Optimizer

StyleGAN-1008      
Fid=27.15      

Our Score=0.2050

StyleGAN#5846      
Fid=7.6      

Our Score= 0.1854

StyleGAN#20160      
Fid=5.14      

Our Score=0.1722

Adam Optimizer

Figure 8. The visual comparison for different optimizers.

direct and comprehensive assessment of their performance
across various datasets and optimization strategies. Our
experiments, conducted on multiple models including Pro-
jected GAN and StyleGAN variants, demonstrated the effi-
cacy of our evaluation method. By comparing these models
under different conditions – such as varying PCA settings,
optimization methods, and the use of different optimizers
– we highlighted the nuances of GAN performance in im-
age synthesis tasks. However, we also acknowledge cer-
tain limitations. The time-consuming nature of the inverting
process, especially for high-resolution images, indicates the

need for more efficient optimization techniques.
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