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Abstract

Scientific posters are used to present the contributions of
scientific papers effectively in a graphical format. However,
creating a well-designed poster that efficiently summarizes
the core of a paper is labor intensive and time-consuming.
A system that can automatically generate well-designed
posters from scientific papers would reduce the workload of
authors and help readers understand the outline of the pa-
per visually. Despite the demand for poster generation sys-
tems, generating posters from papers has a limited research
population due to the lack of publicly available datasets.
Thus, in this paper, we built the SciPostLayout dataset,
which consists of 7,855 scientific posters and manual lay-
out annotations for layout analysis and generation. All of
the posters in our dataset are under the CC-BY license and
publicly available. As benchmark tests for the collected
dataset, we conducted experiments for layout analysis and
generation using existing computer vision models. Exper-
imental results show that layout analysis and generation
of posters using SciPostLayout are more challenging than
with scientific papers. The dataset is publicly available at
https://huggingface.co/datasets/omron-
sinicx/scipostlayout_v1.

1. Introduction
Scientific posters are used to efficiently present the contri-
butions of a scientific paper in a graphical format. A well-
designed scientific poster conveys the essential elements
of the research and requires less time to read than a pa-
per. Nevertheless, creating a scientific poster that efficiently
summarizes a paper is labor-intensive and time-consuming.
Although automating this task using ML models is promis-
ing for applications, research on scientific poster generation
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Figure 1. Example posters and annotations in SciPostLayout.

remains scarce due to the high complexity and multimodal-
ity of the task. Previous studies [26, 31] have built datasets
to evaluate poster generation systems for scientific papers.
However, these datasets are either not publicly available or
the data license is unclear, leaving this research field with-
out gold-standard benchmarks.

Previous studies [4, 35] have published publicly avail-
able datasets for layout analysis [7, 11, 22, 35] and layout
generation [4, 6, 16, 32, 34]. However, these datasets focus
on scientific papers or mobile application design, whereas
the layout of scientific posters has not been studied yet.
Layout analysis and layout generation are important tasks
for identifying the characteristics of effective layout design
in a particular domain. Developing layout analysis models
helps to identify layout patterns common to well-designed
posters. In addition, by developing layout generation mod-
els, we can generate layouts that follow the revealed pat-
terns of attractive posters. In other words, building a layout
dataset of scientific posters that can be used for these tasks
would contribute greatly to studying scientific poster gener-
ation.

In this paper, we introduce SciPostLayout, the first scien-
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tific poster layout dataset for layout analysis and generation.
The dataset includes 7,855 scientific posters with manual
layout annotations. All posters included in the dataset are
under the CC-BY license 1. Figure 1 shows examples of
posters and annotations of SciPostLayout. SciPostLayout
can be used to evaluate layout analysis and generation sys-
tems in the same way as existing datasets. The layout anal-
ysis and generation on SciPostLayout are more challenging
than scientific papers because of the various positions of el-
ements such as figures and tables.

We evaluated existing models for layout analysis and
generation on SciPostLayout. In the layout analysis task,
we found that although the existing models can recognize
certain elements with high accuracy, they are less effective
than on the scientific paper dataset, indicating that layout
analysis in SciPostLayout is more complicated. In the lay-
out generation task, a diffusion-based model can generate
layouts most similar to existing layouts, but we found that
layout generation on SciPostLayout is also a more chal-
lenging task compared to generation on the scientific paper
dataset.

2. Related Work

In this section, we describe related work on layout analysis
and layout generation.

2.1. Layout Analysis

Layout analysis is a task in which a system detects the
layouts of unstructured documents by predicting bound-
ing boxes and categories such as tables or figures. This
task is generally categorized as an object detection prob-
lem [7, 22, 35].

The PubLayNet dataset [35] is one of the well-known
layout analysis datasets. This dataset contains scientific pa-
per images automatically annotated with bounding boxes
and polygonal segmentation across five categories: text, ti-
tle, list, figure, and table. Previous studies have demon-
strated that deep neural networks, including UDoc [7],
DiT [22], and LayoutLMv3 [11], which are trained on the
PubLayNet dataset, can recognize the layouts of scientific
papers with high accuracy. These models use Faster R-
CNN [28], Mask R-CNN [10], and Cascade R-CNN [2] as
object detection models and ResNet [9] and Vision Trans-
former [5] as visual backbones.

Other studies have also proposed layout analysis
datasets, such as Article Regions [29], which is a dataset
of region-annotated scientific papers from PubMed Cen-
tral, TableBank [23], an image-based table detection dataset
built with Word and LaTeX documents, and DocBank [24],
a document-level dataset with token annotations.

1https://creativecommons.org/licenses/by/4.0/, some of the older
posters are under older licenses, such as CC-BY 2.0 and CC-BY 3.0.

In contrast to the previous datasets, SciPostLayout pro-
posed in this study focuses on scientific posters. The layout
analysis of scientific posters is more challenging than that
of scientific papers because of the variety of fonts and posi-
tions of figures and tables.

2.2. Layout Generation

Layout generation is a task that arose from the needs of de-
sign applications, including magazine covers, UI interfaces,
presentation slides, and banner advertising [4, 6, 16, 32, 34].
Layout generation can be categorized into unconditional
generation [1, 8, 14], which generates layouts without any
constraints from the user, and conditional generation, which
enables the user to create their desired layout with con-
straints. There are also several subcategories within con-
ditional generation, each giving the system different con-
straints for generation, such element types [17–19], el-
ement types and sizes [18], relationships between ele-
ments [17, 19], completion [8], and refinement [27].

Early studies explored generative adversarial networks
(GANs) [17, 20] and variational autoencoders (VAEs) [1,
14, 32] for layout generation. Motivated by the suc-
cess of Transformer architecture [30] in NLP, some studies
treated layout generation as a sequence-to-sequence prob-
lem [8, 15, 18, 25]. Moreover, discrete diffusion models
have achieved notable results [3, 12, 13, 33]. Datasets in-
cluding Rico [4], Magazine [34], and PubLayNet [35] are
used to evaluate layout generation models.

We evaluate existing models for layout generation in the
scientific poster domain. Generating layouts for scientific
posters is challenging, as are other layout generation tasks
that require the positioning of figures and tables.

3. Dataset

Previous studies [26, 31] have built datasets to evaluate
poster generation systems for scientific papers. However,
these datasets are either not publicly available or the data
licensing is unclear. In this paper, we construct SciPostLay-
out, a fully public dataset with all data under the Creative
Commons license, which allows unrestricted dissemination,
adaptation, and re-use.

First, we downloaded posters in PDF format from
F1000Research 2. Among these, we kept 7,943 posters
under the CC-BY license. Posters under non-distributable
and noncommercial licenses were excluded. The PDF files
were converted into PNG format at DPI=100 for the follow-
ing annotations. We excluded posters with file sizes below
200KB as they mainly consisted of text, which was unsuit-
able for layout analysis. After this exclusion, 7,855 posters
remained. We investigated the word trends in the titles and

2https://f1000research.com/browse/posters
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Category Contents
Title paper title
Author Info author, author affiliation
Section section titlea

Text paragraphb

List nested listc

Table main body of table
Figure main body of figured

Caption caption of table and figure
Unknown advertising information, logo of affiliatione

aOnly the highest level of sections are annotated as Section. Subsections
are annotated as Text because of the small font size.
bWhen multiple paragraphs are connected, they are annotated as a single
object. Footnotes are ignored during annotation.
cIncluding reference block.
dWhen sub-figures exist, the whole figure panel is annotated as a single
object.
eOnly elements with big areas are annotated.

Table 1. Annotation criteria of SciPostLayout.

found that most of the collected posters were in the biomed-
ical field.

Next, we recruited professional data annotators to man-
ually annotate the document layout of the posters. The lay-
outs of scientific posters are more diverse than the layouts
of the papers in PubLayNet [35] because of the variety of
fonts, size and position of figures and tables, and typogra-
phy. We expanded PubLayNet’s five-category annotation
standard to nine categories to acquire fine-grained anno-
tations of the layouts. The annotation criteria are shown
in Table 1. Finally, we obtained our dataset SciPostLay-
out, which includes 7,855 posters and manual layout an-
notations. Table 2 shows the statistics of the dataset. The
train, dev, and test sets contain 7,755, 50, and 50 posters,
respectively. SciPostLayout is the first scientific poster lay-
out dataset that can be used for evaluating layout analysis
and layout generation systems, similar to Rico [4] and Pub-
LayNet [35].

4. Experiments

Using the collected dataset, we conducted two experiments:
layout analysis and layout generation. We compared exist-
ing models for each experiment.

4.1. Layout Analysis

We used LayoutLMv3 [11] and DiT [22] for the layout anal-
ysis task. We started from the base size checkpoints with
Cascade R-CNN detectors and fine-tuned on SciPostLayout
train data for both models. The checkpoint with the highest
performances on the dev set was used for evaluation.

We measured the performance using the mean aver-
age precision (mAP) @ intersection over union (IoU)
[0.50:0.95] of bounding boxes, the results of which are re-
ported in Table 3. The Unknown category was omitted due

to an insufficient number of elements. LayoutLMv3 outper-
formed DiT in all categories except for Table. In addition,
both models showed high performances in the Title and Au-
thor Info categories. We attribute this result to the regularity
of the Title and Author Info blocks since they are always at
the top of the posters, and there is usually only one of each
block per poster. However, compared to the results on Pub-
LayNet [11, 22], in which mAP@IoU is over 90, both mod-
els showed a performance drop, indicating the complexity
of our dataset.

4.2. Layout Generation

We conducted layout generation experiments with various
settings for the information to be input into the model [15].
Generation conditioned on types (Gen-T) aims to generate
layouts from the number of categories. Generation condi-
tioned on types and sizes (Gen-TS) aims to generate layouts
from the number and size of categories. Generation con-
ditioned on relationships (Gen-R) aims to generate layouts
from the number of categories and position relationships be-
tween the categories. Completion means generating a com-
plete layout from a part of the layout. Refinement means
generating a new layout from a layout that needs improve-
ment.

We used LayoutDM [13], LayoutFormer++ [15], and
LayoutPrompter [25] for the layout generation task. Unlike
the layout analysis models, the layout generation models
were trained from randomly initialized parameters. We did
not train LayoutPrompter because it uses GPT-4 via API.

We evaluated the model performances using maximum
IoU (mIoU), Alignment, Overlap, and Fréchet Inception
Distance (FID). mIoU is a measure of the highest IoU be-
tween a generated layout and a real layout [17, 25]. Align-
ment indicates how well the elements in a layout are aligned
with each other [21, 25]. Overlap is the overlapping area
between two arbitrary elements in a layout [21, 25]. FID
measures how similar the distribution of the generated lay-
outs is to that of real layouts [17, 25]. A higher mIoU value
means higher performance; for the other metrics, a lower
value means higher performance. Note that both mIoU and
FID are evaluation metrics based on similarity to the real
layouts, but mIoU is calculated from intersection between
layouts, while FID is an embedding-based evaluation met-
ric. Thus, the hierarchical order of mIoU and FID perfor-
mances across models is not always consistent.

The results are shown in Table 4. mIoU was low for all
models, less than half that in PubLayNet. In contrast, all
models performed effectively on Alignment, indicating that
they can generate aligned layouts. LayoutPrompter was the
most effective for Overlap, indicating that it generates lay-
outs with the least overlap. LayoutDM was the most ef-
fective in terms of FID, indicating that it can generate lay-
outs most similar to real layouts on each setting. Layout-
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Split Title Author Info Section Text List Table Figure Caption Unknown Total
Train 7,742 7,595 40,793 52,076 23,523 5,589 38,034 14,872 10 190,234
Dev 50 50 273 308 109 30 259 90 1 1,170
Test 50 50 272 327 163 26 277 128 0 1,293

Table 2. Statistics of train, dev, and test data in SciPostLayout.

Model Title Author Info Section Text List Table Figure Caption Overall
LayoutLMv3 87.32 85.21 65.45 65.80 65.93 64.97 71.48 53.88 70.00
DiT 84.99 84.49 63.98 59.07 58.28 68.86 70.82 50.14 67.58

Table 3. Layout analysis performance (mAP@IoU[0.50:0.95]) on SciPostLayout test set. Bold numbers indicate highest performances.

Task Model mIoU↑ Alignment↓ Overlap↓ FID↓
LayoutDM 0.071 0.001 0.534 3.933

Gen-T LayoutFormer++ 0.074 0.001 0.224 23.839
LayoutPrompter 0.086 0.000 0.283 11.664
LayoutDM 0.114 0.001 0.607 3.876

Gen-TS LayoutFormer++ 0.098 0.002 0.230 22.851
LayoutPrompter 0.102 0.000 0.172 12.385
LayoutDM 0.063 0.001 0.731 6.427

Gen-R LayoutFormer++ 0.060 0.002 1.153 30.837
LayoutPrompter 0.068 0.000 0.311 12.117
LayoutDM - 0.001 0.568 5.824

Completion LayoutFormer++ - 0.001 0.225 12.383
LayoutPrompter - 0.000 0.012 16.779
LayoutDM 0.115 0.001 0.537 3.650

Refinement LayoutFormer++ 0.331 0.001 0.221 11.807
LayoutPrompter 0.536 0.001 0.127 0.780

Table 4. Layout generation performance on SciPostLayout test set. Bold numbers indicate the highest performances. ↑ indicates larger
values are ideal, ↓ indicates smaller values are ideal. mIoU is omitted from the Completion setting because the number of elements of
generated layouts differs from that of real layouts.

Figure 2. Example of LayoutPrompter generated layout and real
layout in Refinement setting.

Prompter outperformed the other models in the Refinement
setting, indicating that it can generate layouts similar to real
layouts from noisy layouts. Figure 2 shows an example of
a LayoutPrompter generated layout and a real layout in the
Refinement setting.

5. Conclusion

In this paper, we built a new dataset called SciPostLayout,
which consists of 7,855 scientific posters downloaded from
a website. All posters in SciPostLayout are manually an-
notated with categories of layout elements, such as titles
and figures, to be used in layout analysis and generation
tasks. In addition, SciPostLayout is available for commer-
cial research because all of the posters are under the CC-BY
license. We conducted layout analysis and generation ex-
periments to evaluate the performances of existing models
on SciPostLayout. For layout analysis, although some ele-
ments could be recognized with high accuracy, we found
that layout analysis on SciPostLayout was more difficult
than on a scientific paper dataset. For layout generation, al-
though existing models could generate aligned layouts, we
found it difficult to generate layouts that are similar to real
layouts. Our future work will involve developing a model
architecture to improve layout analysis and generation. In
addition, we will investigate end-to-end methods for gener-
ating posters from scientific papers.
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