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Abstract

Long-tailed imbalance distribution is a common issue
in practical computer vision applications. Previous works
proposed methods to address this problem, which can be
categorized into several classes: re-sampling, re-weighting,
transfer learning, and feature augmentation. In recent
years, diffusion models have shown an impressive genera-
tion ability in many sub-problems of deep computer vision.
However, its powerful generation has not been explored
in long-tailed problems. We propose a new approach, the
Latent-based Diffusion Model for Long-tailed Recognition
(LDMLR), as a feature augmentation method to tackle the
issue. First, we encode the imbalanced dataset into features
using the baseline model. Then, we train a Denoising Diffu-
sion Implicit Model (DDIM) using these encoded features to
generate pseudo-features. Finally, we train the classifier us-
ing the encoded and pseudo-features from the previous two
steps. The model’s accuracy shows an improvement on the
CIFAR-LT and ImageNet-LT datasets by using the proposed
method.

1. Introduction

Long-tailed recognition is a crucial task in deep computer
vision because the imbalanced data distributions are close
to real-world applications [4, 21, 24]. In many real-world
datasets which have limited-labelled data, some classes of
data have many samples, while others have few. In health-
care, many disease instances follow a long-tailed distribu-
tion [4, 11, 42, 46]. As for fraud detection [24, 36, 53],
the number of samples of fraudulent transactions is much
smaller than that of legitimate ones. Addressing long-tailed
recognition could enhance the robustness of deep-learning
visual models on real-world applications. However, long-
tailed recognition is challenging since deep neural networks
are more prone to overfitting the majority class while dam-
aging the prediction accuracy for minority classes.

So far, extensive research has been conducted to ad-
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dress dataset imbalance issues [2, 7, 22, 27, 52]. Class-
sensitive learning effectively solves the long-tailed distri-
bution problem [2, 5, 22, 52]. Class-sensitive learning ad-
dresses this issue by re-adjusting the training loss for differ-
ent classes. Logit adjustment methods adjust the prediction
logits based on label frequencies [12, 17, 25, 40, 47]. How-
ever, class-sensitive learning and logit adjustment methods
rely too heavily on training label frequencies. There are also
representation learning methods, such as prototype learn-
ing [23, 50], metric learning [9, 49], and sequential learn-
ing [27, 50]. These methods use the feature representa-
tion of each class to make the distinction between classes
more significant. Although these methods can effectively
improve the accuracy of deep learning networks on long-
tailed distributed datasets, they often need to be carefully
designed and have limited improvements in tail classes.

Data or feature augmentation is another effective solu-
tion in long-tailed recognition [37, 44]. Some augmenta-
tion methods attempt to transfer the knowledge from head
classes to tail to augment the samples of tail classes [3,
15, 44]. Others use over-sampling and under-sampling to
re-balance the datasets [37]. Additionally, it is natural to
come that using a high-quality generative model to aug-
ment a long-tailed distributed dataset might improve the
performance. The generative models have been well de-
veloped [6, 10, 38], and variational autoencoder (VAE) and
generative adversarial network (GAN) have been applied in
the long-tailed problems [1, 41]. In recent years, diffusion
model series have shown superior ability than other gener-
ative models [10, 26, 33, 39]. However, the application of
such powerful generative models is underexplored in long-
tailed problems.

Inspired by the observation above, our work attempts
to leverage the diffusion model for feature augmentation
to address long-tailed distribution recognition. We pro-
pose the approach named Latent-based Diffusion Model for
Long-tailed Recognition (LDMLR). Specifically, we first
train a baseline on the long-tailed data and obtain the en-
coded features. Then, we use a Denoising Diffusion Im-
plicit Model (DDIM) model to generate pseudo-features in
the latent space to augment the long-tailed training dataset.
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The augmentation in latent space reduces the computational
cost and speeds up the training process. Finally, we use
both the encoded and pseudo-features to train the classifier
of LDMLR to predict the long-tailed data. The proposed
LDMLR has been validated on CIFAR-LT [19, 23] and
ImageNet-LT [23, 34]. The experimental results demon-
strate that our method is beneficial for long-tailed recogni-
tion. Our contribution can be summarized as below:
• Our method applies the diffusion model to enrich the fea-

ture embeddings for the long-tailed problem, offering a
new solution to this challenging problem. To the best of
my knowledge, we are the first to explore the capability
of the diffusion model in the long-tailed recognition prob-
lem.

• When using the diffusion model, we propose to do the
augmentation in the latent space instead of the image
space, which reduces the computational cost and speeds
up the training process.

• The experiments demonstrate that LDMLR has improved
the performance of long-tailed recognition tasks on dif-
ferent datasets using various baselines. We achieve the
essential improvements over the baselines.

2. Related Works

2.1. Long-tailed Recognition

Due to the class imbalance within datasets, long-tailed
recognition is a challenging problem. A neural network
trained on long-tailed datasets is prone to be biased towards
head (or majority) classes with enough training data, result-
ing in poor performance on tail (or minority) classes. Class-
sensitive learning aims to address the class imbalance prob-
lem by readjusting the traditional softmax cross-entropy
loss. Traditional cross-entropy tends to provide more gradi-
ents to head classes, while tail classes receive fewer gra-
dients. To ensure that each class has a balanced impact
on the neural network during training, class-sensitive learn-
ing proposes adjusting the training loss weights for each
class based on given training label frequencies, such as Fo-
cal loss [22] and Label-distribution-aware-margin (LDAM)
loss [2].

Logit adjustment is another method for addressing the
recognition of imbalanced datasets. This approach shares
similarities with class-sensitive learning, where most of
both methods require training class frequencies to rebal-
ance the influence of head and tail classes on the model.
For example, [25] modifies logit adjustment based on label
frequencies, which can be implemented by posthoc or en-
forcement of a large relative margin between the logits of
tail versus head labels. Label Shift Compensation (LSC)
[40, 43, 47] is another type of logit adjustment method.
Most logit adjustment methods require training label fre-
quencies, even when not required. Some logit adjustment

methods introduce an additional model, which makes the
entire process slower and more complex. Representation
learning involves bringing images into the feature space
to learn discrimination classes. WCDAS [7] is a rep-
resentation learning-based method that incorporates data-
wise Gaussian-based kernels into the angular correlation be-
tween feature representation and classifier weights. In ad-
dition to class-sensitive learning and logit adjustment, there
is a method that utilizes knowledge distillation to address
the long-tailed recognition problem like Self-Supervision to
Distillation (SSD) [20].

2.2. Generative Models for Feature Augmentation
in Long-tailed Recognition

Many recent works demonstrate that feature or sample aug-
mentation can effectively address the long-tailed recogni-
tion problem [1, 13, 41, 45]. By enriching the features or
samples for the tail class, this approach is highly compatible
and can easily be combined with normal baseline models.
Using a powerful generative model to do augmentation can
effectively diversify an imbalanced dataset [1, 41]. MFC-
GAN [1] proposes a conditional GAN with fake class la-
bels to generate a small number of minority class instances,
thereby re-balancing the entire dataset. This method per-
forms data augmentation at the image level, which is feasi-
ble to apply to large-scale image datasets. IDA-GAN [41]
also uses GANs for data augmentation. First, they train a
VAE encoder to model the training set distribution in the
latent space. Then, they use GANs to generate tail class
images to re-balance the long-tailed distributed dataset.

It is known that the diffusion models [10, 26, 33, 39] are
relatively underexplored in long-tailed recognition. Since
the diffusion model is a probabilistic generative model,
it can generate more diverse samples than GANs, which
might be more effective for solving long-tailed recognition.
Moreover, it has a better ability to generate high-quality
samples than other generative methods. As such, in this
paper, we propose a diffusion-based augmentation method,
LDMLR. We hope to exploit the excellent ability of the dif-
fusion model for the long-tailed problem.

2.3. Diffusion Model

Due to the remarkable generative results of diffusion mod-
els, they have been a recent emerging topic in computer
vision [10, 26, 29, 31, 33, 35, 39]. As a likelihood-based
generative model, a diffusion model can produce exact like-
lihood computation, showing a powerful generation abil-
ity. DDIM [39] removes the Markov chain constraint from
Denoising Diffusion Probabilistic Models (DDPM) [10],
which allows fewer steps to accelerate the sampling pro-
cess. DDIM significantly speeds up the sampling process
without damaging the generative quality. Despite DDIM’s
acceleration of the sampling speed, the training speed of a
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diffusion model is still considerably slow, which prevents
its widespread adoption for large-scale images. The Latent
Diffusion Model (LDM) [33] perfectly addresses this issue.
LDM uses a VAE encoder to compress large-scale images
into latent features that sequentially are used as a feature
dataset for training a diffusion model in latent space.

Our goal in using data augmentation for the long-tailed
recognition task is to generate diverse samples, which might
enrich the low-density region of the category distribution.
In order to reduce the model complexity and the training
time, we choose to augment features in the latent space. It is
natural to use LDM. However, LDM is specifically designed
for large-scale, high-resolution images. In our method, the
diffusion model is used to generate low-dimensional fea-
tures. Therefore, we propose to modify DDIM for augment-
ing features in the latent space.

3. Approach
We propose a three-stage model called LDMLR for the
long-tailed classification problem, as shown in Figure 1. We
first train a neural network model on the long-tailed dataset
and extract ground truth encoded features of the ground
truth images. A diffusion model is then trained to gener-
ate pseudo-features of each class. Finally, the classifier is
fine-tuned with the encoded and pseudo-features. The algo-
rithm is also described in Algorithm 1.

3.1. Preliminaries

Notations: Let X ⊆ Rd be the image space, Y =
{1, 2, ...,K} be the label space and Z ⊆ Rc be the fea-
ture space. In the training time, a long-tailed dataset
D = {(xi, yi)}Ni=1 is available, with (xi, yi) ∼i.i.d P (x, y)
drawn from the data distribution P (x, y).
Diffusion Model: The diffusion model is a type of genera-
tive model. A typical diffusion model consists of two stages
– a forward process that gradually adds noise to a clean sam-
ple and a backward process that gradually recovers a clean
sample from noise. This paper mainly considers a special
type of diffusion model named DDIM [39].

In the forward process, given a clean sample x0 ∼ q(x0),
a series of noise samples x1, x2, ..., xT are generated by:

q(xt|xt−1) := N (xt;
√
αt · xt, (1− αt)I), (1)

for ∀t ∈ {1, 2, ..., T}, where T is the number of diffusion
steps, 1−αt is the noise variance at step t and I is the iden-
tity matrix with the same dimension as x0. It is expected
that q(xT |x0) ≈ N (0, I) is close to the Gaussian noise.

In the backward process, starting from xT ∼ N (0, I),
DDIM aims to recover the clean sample x0 and xτ1 , ..., xτs ,
where {τ1, ..., τs} ⊆ {1, 2, ..., T} is a subset of the forward
steps. The backward process satisfies:

p(xt−1|xt, x0) = N (xt−1;µ(xt, x0, t),Σ(xt, x0, t)), (2)

where:

µ(xt, x0, t) =
√
αt−1x0 +

√
1− αt−1 − σ2

t ·
xt −

√
αtx0√

1− αt
,

(3)

Σ(xt, x0, t) = σ2
t I. (4)

While µθ(xt, x0) can be modeled directly by a Neural
Network, a recent study suggests that modeling the noise
term ϵθ(xt, t) instead leads to better performance [10]. In
this case, the backward step then satisfies:

xt−1 =
√
αt−1

(
xt −

√
1− αt · ϵθ(xt, t)√

αt

)
+
√
1− αt−1 − σ2

t · ϵθ(xt, t) + σtϵt,

(5)

where ϵt ∼ N (0, I) is an independent random noise.
After creating noise samples x1, x2, ..., xT in the for-

ward process and learning ϵθ(xt, t) in the backward pro-
cess, the diffusion model is able to generate data samples
from Gaussian noises based on Equation 5.

3.2. Stage 1: Image Encoding

In order to augment image features with a latent diffusion
model, the first step of LDMLR is to learn a neural network
feature extractor E : X → Z and obtain decent feature
representations of the images in the dataset D (see Figure 1
(a)).

Since D is a labelled dataset, we propose to construct a
soft classifier f : X → ∆K−1 based on the feature extractor
E by adding a classification head G : Z → ∆K−1 over E :

f(x) = G(E(x)), (6)

where ∆K−1 is the space of softmax predictions.
The feature extractor E can then be jointly trained with

G over the dataset D with a cross entropy loss:

LCE := −E(x,y) log f(x)y, (7)

where (x, y) ∼ p(x, y) follows train set distribution.
After training the classifier f , the encoder E can output

features using ground truth images from the dataset D. The
set of the labelled encoded features is denoted as:

Dz = {(zi, yi)|zi = E(xi), (xi, yi) ∈ D}. (8)

With Dz available, we can train the latent diffusion
model in the next stage to generate pseudo-features.

3.3. Stage 2: Representation Generation

As shown in Figure 1 (b), in the second stage of LDMLR,
we propose to train a class-conditional latent diffusion
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Figure 1. Overview of the proposed framework, LDMLR. The figure describes the training of the framework: (a) obtain encoded features
by a pre-training convolutional neural network on the long-tailed training set, (b) Generate pseudo-features by the diffusion model using
encoded features, and (c) Train the fully connected layers using encoded and pseudo-features. The encoder from (a) and the classifier from
(c) are used to predict long-tailed data in the evaluation stage.

model (LDM) to generate pseudo-feature representations
for different classes. The latent diffusion model has sev-
eral advantages over image generation diffusion models: 1)
LDM operates on one-dimensional image features instead
of the original high-dimensional images. Therefore, LDM
is more efficient than the image generation diffusion model
in terms of training and inference time; 2) Standard diffu-
sion model trained on a long-tailed dataset can suffer from
low diversity and fidelity problems due to insufficient im-
ages in tail classes [30, 48], while LDM may suffer less
from this problem because the data has lower dimensional-
ity.

In the proposed LDMLR, we adopt the DDIM [39] dif-
fusion model approach to train the model with the encoded
Dz and generate pseudo-features. In the forward process,
following Equation 1, an encoded feature z0 ∈ Dz is per-
turbed with Gaussian noise to create z1, ..., zT with:

q(zt|zt−1) := N (zt;
√
αt · zt, (1− αt)I). (9)

In the backward process, we propose to train a class-
conditional neural network model ϵθ(zt, t, y) to approxi-
mate the Gaussian noise ϵ(zt, t). The input of the neural

network model includes the noisy feature zt and the condi-
tion embedding determined by the step t and label y ∈ Y .

The neural network model is trained with an MSE loss
that minimizes the L2 distance between the predicted noise
and the ground truth noise, which is defined as:

LLDM := Ez,y,ϵ,τ

[
∥ϵ− ϵθ(zt, t, y)∥22

]
, (10)

where z = E(x), (x, y) ∼ p(x, y), ϵ ∼ N (0, I) and t is
drawn uniformly from {1, 2, ..., T}.

After training the LDM, we can use ϵθ(zt, t, y) to gener-
ate pseudo-feature representations from zT ∼ N (0, I) for
each class y ∈ Y based on the Equation 5:

ẑt−1 =
√
αt−1

(
ẑt −

√
1− αt · ϵθ(ẑt, t, y)√

αt

)
+

√
1− αt−1 − σ2

t · ϵθ(ẑt, t, y) + σtϵt,

(11)

These labelled pseudo-features are then collected as:

Dẑ = {(ẑi, yi)|yi ∼ p(y), ẑi generated by LDM} (12)

where p(y) can be different distributions on demand. For
example, we can choose p(y) to be none zero on tail classes
so that the LDM only generates tail class features.
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3.4. Stage 3: Classifier Training

In the final stage of LDMLR (see Figure 1 (c)), we fine-
tune the classification head G with labelled encoded feature
Dz obtained from stage 1 and labelled pseudo-feature Dẑ

obtained in stage 2 by the latent diffusion model.

LFT := −E(z,y) [log G(z)y]− γE(ẑ,y) [log G(ẑ)y] , (13)

where z = E(x), (x, y) ∼ p(x, y) and (ẑ, y) ∈ Dẑ , and γ is
the hyperparameter that determines the relative contribution
of the two terms in the loss.

After fine-tuning the classification head G, we can com-
bine the feature extractor E and G to construct the final
classifier f(x) = G(E(x)) for the long-tailed classification
problem. The general structure of our model has been sum-
marised in Algorithm 1.

Algorithm 1 Proposed LDMLR

Input: Data D, Model E(x),G(z), ϵθ(zt, t, y).
Stage 1: Image Encoding:
• Train f(x) = G(E)(x) with D and loss LCE .
• Extract labelled features Dz .
Stage 2: Representation Generation
• Train ϵθ(zt, t, y) with Dz and loss LLDM .
• Generate labelled pseudo-features Dẑ .
Stage 3: Classifier Training
• Fine-tuning G with Dz +Dẑ and loss LFT .
Output: Classifier f(x) = G(E(x)).

4. Experiments
4.1. Setup

Dataset. We evaluate our method on CIFAR-LT [23] and
ImageNet-LT [23] datasets. The CIFAR-LT experiments
involve four scenarios: CIFAR-10 [19] with an imbalance
factor of 100, CIFAR-10 with an imbalance factor of 10,
CIFAR-100 [19] with an imbalance factor of 100, and
CIFAR-100 with an imbalance factor of 10. ImageNet-LT
is a subset derived from ImageNet-2012 [34], containing
1000 categories. The training set includes 115.8K images.
The number of images per category ranges from 1280 to 5.
The validation and test sets are balanced datasets containing
20K and 50K images, respectively.
Implementation details. For CIFAR-LT, before training
the diffusion model, a ResNet-32 [8] is pre-trained with
a learning rate of 1e − 4 and a dropout rate of 0.5 in the
first stage of the model training. We then train the diffusion
model for 200 epochs using the Adam optimizer [16] with
a learning rate of 1e − 3 in the second stage. The number
of diffusion steps is 1, 000, and 500 for the reverse steps.
The input and output sizes of ResNet-32 are 3× 3× 32 and

64× 1, respectively. In the third stage, we reduce the learn-
ing rate to 5e−4 when fine-tuning the fully connected layer
of the classifier. For ImageNet-LT, ResNet-10 [8] and the
diffusion model are trained for 200 epochs, while the final
fine-tuning process uses 100 epochs. The learning rate and
optimizer are the same as those used for CIFAR-LT experi-
ments. The batch size is 128 for all training processes. γ is
set as 0.05. We conduct all experiments using an NVIDIA
GTX 4080 with 16 GB Graphic RAM.

4.2. Results on CIFAR-LT

Three baselines, i.e., Cross Entropy (CE), label shift [40]
and WCDAS [7] are selected as baselines for the experi-
mental comparison, and they are trained on the CIFAR-LT
dataset [23]. The experimental results are presented in Ta-
ble 1, from which we can find that the proposed method has
improved classification accuracy over the baselines. No-
tably, the WCDAS+LDMLR method achieves the highest
classification accuracy across both datasets and all imbal-
ance factors, with the best performance highlighted in bold.
For CIFAR-10-LT with an IF of 100, it reaches an accu-
racy of 86.29% (an improvement of 1.62% over the base-
line WCDAS method), and for CIFAR-100-LT with an IF
of 100, it achieves an accuracy of 51.92% (an improve-
ment of 0.97% over the baseline). These results show
the effectiveness of combining WCDAS with LDMLR for
addressing class imbalance in image classification tasks.
It is also observed that our method brings more benefits
over the highly imbalanced dataset. For example, on the
CIFAR-10-LT, the accuracy gain (3.80%, 1.89%, 1.62%)
with IF 100 for CE, Label shift, and WCDAS are much
higher than that (0.91%, 0.24%, 0.10%) with IF 10, and
the similar improvement is found for the CIFAR-100-LT
as well. This helps demonstrate the effectiveness of us-
ing feature-generation approaches to tackle the challenges
of long-tailed recognition.

4.3. Results on ImageNet-LT

We conduct comparison experiments on the ImageNet-LT
dataset [23] with the same baselines used on CIFAR-LT.
The experimental results are presented in the Table 2. The
baselines are first trained to learn the image feature rep-
resentation and then combined with our method for aug-
mented latent features. The WCDAS+LDMLR method
showcases the highest overall accuracy of 44.8% among
the augmented approaches, indicating a modest improve-
ment of 0.2% over the non-augmented WCDAS method.
Interestingly, the CE+LDMLR method shows a more pro-
nounced overall improvement of 1.4%, suggesting that the
impact of LDMLR varies with the underlying method. It
can also be observed from experimental results on the
ImageNet-LT dataset that our method is good at improving
the classification accuracy for tail classes.
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Table 1. Experimental results on CIFAR-LT [23]. The classification accuracies in % are provided. “↑” indicates the improvements over
the baseline. The best numbers are in bold. The results of CE, Label Shift, and WCDAS are obtained by self-implemented networks.
FASA [45] and SAFA [13] are feature-augmentation-based methods.

Method CIFAR-10-LT CIFAR-100-LT

IF=10 IF=100 IF=10 IF=100

BALMS [32] 91.3 84.9 63.0 50.8
LWS [14] 91.1 83.7 63.4 50.5
SSD [20] - - 62.3 46.0
t-vMF [18] 91.2 83.8 64.7 50.3
CE+DRS [51] - 78.78 - 45.53
RIDE+CMO [28] - - 60.2 50.0
FASA [45] - - - 45.2
SAFA [13] 88.94 80.48 59.11 46.04

CE 88.22 72.46 58.70 41.28
Label shift [40] 89.46 80.88 61.81 48.58
WCDAS [7] 92.48 84.67 65.92 50.95
CE+LDMLR 89.13 (↑0.91) 76.26 (↑3.80) 60.10 (↑1.40) 43.34 (↑2.06)
Label shift+LDMLR 89.70 (↑0.24) 82.77 (↑1.89) 62.67 (↑0.86) 49.76 (↑1.18)
WCDAS+LDMLR 92.58 (↑0.10) 86.29 (↑1.62) 66.32 (↑0.40) 51.92 (↑0.97)

Table 2. Experiemtal results on ImageNet-LT [23]. The encoder is ResNet-10 [8]. The classification accuracies in % are provided. “↑”
indicates the improvements over the baseline. The best numbers are in bold.

Method ImageNet-LT

Many Medium Few All

cRT [14] 49.9 37.5 23.0 40.3
LWS [14] 48.0 37.5 22.8 39.6
BALMS [32] 48.0 38.3 22.9 39.9
t-vMF [18] 55.4 39.9 22.5 43.5

CE 57.7 26.6 4.4 35.8
Label shift [40] 52.0 39.3 20.3 41.7
WCDAS [7] 57.1 40.9 23.3 44.6
CE+LDMLR 57.2 29.2 7.3 37.2 (↑1.4)
Label shift+LDMLR 50.9 39.4 23.7 42.2 (↑0.5)
WCDAS+LDMLR 57.0 41.2 23.4 44.8 (↑0.2)

4.4. Analysis

Augmentation on the image level. We study the effec-
tiveness of image augmentation using a diffusion model
and demonstrate the importance of data augmentation in
latent space. To accomplish this, we train a conditional
diffusion model on CIFAR-LT and use it to generate new
images. These generated images are combined with the
original long-tailed data to create a new image dataset,

and we examine the accuracy with and without these aug-
mented images. As presented in Table 3, feature-level aug-
mentation (CE+LDMLR and Label shift+LDMLR) con-
sistently outperforms image-level augmentation (CE+DM
and Label shift+DM) across all settings. Specifically,
in the CIFAR-10-LT dataset with IF of 100, the Label
shift+LDMLR method achieves the highest classification
accuracy of 82.77%, demonstrating a significant improve-

2644



Table 3. Ablation study: augmentation on the image level. The classification accuracies in % are provided. The best numbers are in bold.
The CE+DM and Lable shift+DM denote that the diffusion model is applied to generate image-level data for augmentation.

Method CIFAR-10-LT CIFAR-100-LT

IF=10 IF=100 IF=10 IF=100

CE 88.22 72.46 58.70 41.28
Label shift [40] 89.46 80.88 61.81 48.58
(Image level)
CE+DM 88.88 73.91 59.19 42.41
Label shift+DM 89.63 82.10 61.96 48.93
(Feature level)
CE+LDMLR (Ours) 89.13 76.26 60.10 43.34
Label shift+LDMLR (Ours) 89.70 82.77 62.67 49.76

ment over the Label shift+DM method with 82.10%. Sim-
ilarly, in the CIFAR-100-LT dataset with IF of 100, the
Label shift+LDMLR method also records the highest ac-
curacy of 49.76%, surpassing the Label shift+DM method
(48.93%). The limited accuracy gain of image-level aug-
mentation could be caused by the difficulty in generating
high-fidelity image samples from a limited-scale training
set. The feature representation in a latent space with lower
dimensions might be more easily learned than that in the
image space.
Augmentation ratio. The number of generated features is
important to the performance. The augmentation ratio rep-
resents the proportion between the generated and the en-
coded features, and we investigate the impact of this ratio on
dataset CIFAR-10-LT and CIFAR-100-LT with IF of 10, as
shown in Figure 2. As for CIFAR-10-LT, the classification
accuracy degrades when the generation ratio is over 20%,
while for CIDAR-100-LT, the accuracy goes up with the
generation ratio until it passes 40%. This difference could
be caused by the smaller number of tail classes in CIFAR-
100-LT than in CIFAR-10-LT.
Effects of tail category: many/medium/few. Here, we
investigate the effect of augmenting features from differ-
ent class distributions—many, medium, few—on CIFAR-
LT when IF = 100, as shown in Table 4. We compare the
baseline method, which does not use any augmented fea-
tures, with strategies that augment features for all classes
and selectively for many, medium, or few classes. For both
settings, augmenting features for “few” classes consistently
yields the highest classification accuracy, highlighting the
effectiveness of focusing augmentation efforts on underrep-
resented classes. Specifically, on CIFAR-10-LT, the WC-
DAS+LDMLR method with augmentation on “few” classes
achieves a top accuracy of 86.29%, demonstrating a signif-
icant improvement over the baseline accuracy of 84.67%.
Similarly, on CIFAR-100-LT, the same method and aug-

Figure 2. The impact of generation ratio on classification accuracy.
The evaluation is conducted on CIFAR-10-LT and CIFAR-100-LT
with IF = 10.

mentation strategy lead to the best accuracy of 51.92%,
compared to the baseline’s 50.95%. These results highlight
the performance of targeted feature augmentation in gener-
ating “few” classes. However, this is specific to CIFAR-LT,
and we augment “all” classes for ImageNet-LT.
Impact of encoded and generated features. This abla-
tion study focuses on the impact of encoded and generated
features on classification accuracy, as shown in Table 5.
The result encompasses experiments across two datasets:
CIFAR-10-LT and CIFAR-100-LT, with IF of 10 and 100.
The comparison includes approaches utilizing only encoded
features, augmentations with generated features, and com-
bining both encoded and generated features. These results
demonstrate the effectiveness of the combination of en-
coded and generated features in addressing the long-tailed
classification problems.
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Table 4. Ablation study: many/medium/few. The classification accuracies in % are provided. The best numbers are in bold. “All”, “Many”,
“Medium” and “Few” indicate augmenting features of “all”, “many”, “medium” and “few” classes, respectively.

Method CIFAR-10 -LT (IF=100) CIFAR-100-LT (IF=100)

Baseline “All” “Many” “Medium” “Few” Baseline “All” “Many” “Medium” “Few”

CE+LDMLR 72.46 76.26 74.03 74.85 76.26 41.28 42.82 41.22 42.79 43.34
Label shift+LDMLR 80.88 81.24 78.22 78.41 82.77 48.58 48.71 44.57 48.71 49.76
WCDAS+LDMLR 84.67 84.90 83.51 83.62 86.29 50.95 51.64 49.38 51.64 51.92

Table 5. Ablation study: encoded and generated features. The classification accuracies in % are provided. The best numbers are in bold.

Method CIFAR-10 -LT CIFAR-100-LT

IF=10 IF=100 IF=10 IF=100

(Only encoded features)
Label shift [40] 89.46 80.88 61.81 48.58
WCDAS [7] 92.48 84.67 65.92 50.95
(Only generated features)
Label shift+LDMLR 89.43 82.18 54.52 32.15
WCDAS+LDMLR 91.98 83.83 64.93 50.42
(Both features)
Label shift+LDMLR 89.70 82.77 62.67 49.76
WCDAS+LDMLR 92.58 86.29 66.32 51.92

Visualization of generated features In Figure 3, we visu-
alize feature embeddings during the model training. The
lower figure shows the encoded and generative feature dis-
tributions of the tail class for CIFAR-10 with an imbalance
factor of 0.1. By comparing the distribution of encoded fea-
tures and those generated by the diffusion model, we ob-
serve that the generated features can overlap with parts of
the distribution of the encoded features while moderately
enriching the original distribution, thereby achieving the
goal of feature augmentation effectively.
Future works. The training of our LDMLR requires mul-
tiple stages. Hence, one future work could be the simplifi-
cation of its training process. Another future work could be
the exploration of more diffusion models. Lastly, the quality
of feature augmentation depends on the diffusion model’s
generation quality on long-tailed distributed data. There-
fore, enhancing the quality of feature augmentation depend-
ing on the generation of the diffusion model on long-tailed
distributed datasets might be an important future task.

5. Conclusion
This work proposes a novel framework, LDMLR, to ad-
dress the challenge of long-tailed recognition. The LDMLR
leverages the powerful generative capabilities of diffusion
models for latent-level data augmentation, aiming to bal-
ance long-tailed distributed datasets. To the best of our
knowledge, we are the first to adopt the diffusion model

Figure 3. The encoded and generated features of tail class (class
9) in CIFAR-10-LT during the model training. From the figure,
the generated features (blue points) can overlay the encoded fea-
tures (red points) from the original training dataset while slightly
enriching the feature space.

in long-tailed problems. The experimental outcomes show
our method improves in several datasets. We hope that this
work could motivate more practical uses of the diffusion
model.
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