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Abstract

Video instance segmentation requires classifying, seg-
menting, and tracking every object across video frames.
Unlike existing approaches that rely on masks, boxes, or
category labels, we propose UVIS, a novel Unsupervised
Video Instance Segmentation (UVIS) framework that can
perform video instance segmentation without any video an-
notations or dense label-based pretraining. Our key insight
comes from leveraging the dense shape prior from the self-
supervised vision foundation model DINO and the open-
set recognition ability from the image-caption supervised
vision-language model CLIP. Our UVIS framework consists
of three essential steps: frame-level pseudo-label gener-
ation, transformer-based VIS model training, and query-
based tracking. To improve the quality of VIS predictions
in the unsupervised setup, we introduce a dual-memory de-
sign. This design includes a semantic memory bank for gen-
erating accurate pseudo-labels and a tracking memory bank
for maintaining temporal consistency in object tracks. We
evaluate our approach on three standard VIS benchmarks,
namely YoutubeVIS-2019, YoutubeVIS-2021, and Occluded
VIS. Our UVIS achieves 21.1 AP on YoutubeVIS-2019 with-
out any video annotations or dense pretraining, demonstrat-
ing the potential of our unsupervised VIS framework.

1. Introduction

Video Instance Segmentation (VIS) [51] is the task of clas-
sifying, segmenting, and tracking individual objects within
a video, with a wide range of industry applications such
as in robotics, sports, autonomous driving, surveillance,
AR/VR, 3D navigation [39, 59], etc. It is a challenging
problem due to variations in object appearances, occlusions,
and cluttered scenes over time. Reliable models for VIS
require dense annotated data which is costly. To circum-
vent the need for costly dense annotations in videos, ex-
isting methods have utilized various strategies such as pre-
training on densely-labeled image datasets like COCO and
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finetuning on fully-labeled [11] or unlabeled [15] videos,
or reducing annotations through subsampled frames [19],
boxes [24], per-frame category labels [28]. However, these
methods still rely on annotations [19, 24, 28] or can only
handle categories that overlap with the densely-labeled im-
age dataset [15]. In contrast, the human perception lever-
ages image and video-level priors to effortlessly recognize,
segment, and track objects [3]. This leads us to explore
whether it is possible to learn an unsupervised video in-
stance segmentation model without any dense pretraining
or video annotations, covering all categories in a dataset.

Unsupervised video instance segmentation presents sev-
eral challenges when only the category label set is pro-
vided for the video dataset. The first challenge is accu-
rately predicting object boundaries without dense labeling
in videos. The second challenge is conducting object clas-
sification when only the category label set is available.
To address these challenges, we draw inspiration from re-
cent advancements in large-scale unsupervised vision mod-
els, specifically the dense shape prior in self-supervised vi-
sion model DINO [7] and the open-set recognition capabil-
ity in image-caption supervised vision and language model
CLIP [36]. By combining these strengths, our unsupervised
VIS model can effectively segment and recognize objects
within a given vocabulary set without the need for dense
pretraining. To the best of our knowledge, we are the first
work to explore CLIP and DINO in the field of VIS. This
naturally solves the limitation of existing works that can
only handle categories that overlap with densely labeled ex-
ternal image datasets [15].

To this end, we introduce an unsupervised video in-
stance segmentation framework (UVIS), which is the first
VIS framework, that can learn to segment all categories
in videos without any dense annotation based pretraining
or video annotations, as shown in Figure 1. Our unsuper-
vised framework for video instance segmentation comprises
of three essential steps. First, we generate class-agnostic
instance masks for each video frame using a pre-trained
self-supervised model [43] and equip the masks with se-
mantic labels by using CLIP [37]. Second, we train a
transformer-based video instance segmentation model by
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Figure 1. Setting Overview. Previous approaches have tried to use COCO dense annotations in addition to VIS dataset full supervision (a),
box supervision (b) and no supervision (c). Additionally, previous works have also used flow information along with frame level category
labels (d). Our approach UVIS works in the unsupervised setting and does not require any dense labels or per frame labels and instead
utilizes foundation models.

using the per-frame pseudo-masks obtained from the first
step [19]. Third, during inference, we generate dense and
consistent mask tubes by linking per-frame predictions us-
ing bipartite matching of query features.

To generate high-quality VIS predictions in the unsuper-
vised setup, we further propose a novel dual-memory de-
sign on top of the above proposed UVIS framework for se-
mantically accurate and temporally-consistent predictions.
Specifically, to obtain semantically accurate pseudo-labels,
we construct a class-specific prototype memory bank dur-
ing pseudo-label generation. The prototypes serve as repre-
sentative references, enhancing generalization and handling
noisy false positives. In addition, to address the inherent
limitations of the online inference pipeline in VIS that uti-
lized only short-term information for tracking, we propose
a simple but effective tracking memory that models long-
term temporal information. To summarize, our main contri-
butions are as follows:

• We introduce the first VIS framework that eliminates the
need for any video annotations or dense label based pre-
training, thereby significantly reducing annotation costs.
Our framework covers all categories in the dataset, offer-
ing a comprehensive solution.

• We propose a novel dual-memory design on top of our
unsupervised VIS framework. This design includes a pro-
totype memory filtering component, which enhances the
quality of pseudo-labels, and a tracking memory bank,
which captures long-term temporal information for accu-
rate tracking.

• We conduct comprehensive experiments in three stan-
dard video instance segmentation datasets including
YoutubeVIS-2019 [51], YoutubeVIS-2021 [51], and Oc-

cluded VIS [35], demonstrating the potential of our unsu-
pervised VIS framework.

2. Related Work
Video object segmentation. Video object segmentation
(VOS) [5, 6, 33, 34, 50] is a dense binary classification
problem of separating salient foreground objects from the
background in videos. The most popular task in VOS is the
so-called Semi-supervised VOS, where the goal is to seg-
ment objects in target frames given ground truth masks in
the first frame. To prevent the annotation costs of exhaus-
tively labeling each frame, several weakly and unsupervised
VOS method have been proposed. [47] uses video level tags
while [44] uses point supervision as weak labels to train
a weakly supervised VOS system. [12, 26, 42, 55] pro-
pose unsupervised VOS to completely eliminate the need
for supervision and is a much harder problem than fully and
weakly supervised VOS. In this work, we tackle a much
harder problem of unsupervised Video Instance segmenta-
tion that not only does background separation but addition-
ally performs instance segmentation that requires classifica-
tion and tracking without any human supervision.
Supervised video instance segmentation. Video Instance
Segmentation (VIS), initially proposed by Yang et al.[51],
is an extension of image instance segmentation to videos,
where the goal is to classify, segment and track objects
across video frames. Early approaches[14, 27, 31, 52, 57]
segment and classify objects in each frame independently,
and then associated the objects across frames using heuris-
tics such as mask or box IoU. Recently, transformer-based
approaches for VIS have gained significant attention [11,
22, 45, 53]. These approaches train VIS models in a video-
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based manner where they feed a clip as input and generate
spatio-temporal mask predictions in one shot. A more re-
cent development is the introduction of MinVIS [19]. This
pioneering work demonstrates that a transformer-based VIS
model trained solely on images can achieve competitive
performance without video-based training or specialized
video-based architecture design. They observe that instance
tracking naturally emerges in query-based image instance
segmentation models with proper architectural constraints.
We build our work on top of MinVIS [19] due to its excel-
lent performance in VIS using image-based training. Note
that such a pipeline differs fundamentally from existing ap-
proaches such as IDOL [49], which rely on post-processing
steps like non-maximum suppression (NMS) during infer-
ence for tracking. However, MinVIS does not consider
long-term temporal information during tracking, we address
this inherent limitations by incorporating crucial temporal
information in image-based VIS.

Weakly/Semi-supervised video segmentation. Reducing
the annotation requirements in VIS has become a focus of
recent research efforts [15, 19, 28]. Liu et al.[28] utilize
per-frame category annotations and correspondences [1, 16,
20, 21] in videos, but exhibiting limited competitiveness
compared to supervised approaches. Fu et al.[15] utilize
instance segmentation annotations from the COCO dataset
to learn VIS without video annotations, but are only ap-
plicable to overlapping categories between video and im-
age datasets. Huang el al. [19] utilized annotations in sub-
sampled frames but still rely on dense annotations. In con-
trast, our UVIS method handle all categories for a given vo-
cabulary without any per-frame category/box/mask label or
COCO pretraining. To the best of our knowledge, this is the
first unsupervised VIS framework that achieves impressive
results without any human annotations.

VL models based segmentation. Recently, foundational
models trained on large amounts of uni-modal or multi-
modal data using weak or self-supervision have gained sig-
nificant attention [4]. CLIP [36], a vision-language model
using image-text pairs as supervision, has been particularly
popular. CLIP has been extended to perform per-pixel de-
tection and segmentation tasks in images[29, 30, 56, 58].
However, the effectiveness of CLIP for videos and instance
segmentation tasks has not been thoroughly studied. In this
work, we explore the use of CLIP for unsupervised VIS,
which has not been adequately explored. DINO [7], a uni-
modal foundational model trained on unlabeled images us-
ing self-supervised learning, demonstrates impressive seg-
mentation capabilities. However, it cannot handle complex
tasks like instance segmentation due to the lack of labeled
information. Our approach combines the segmentation ca-
pabilities of self-supervised models with the zero-shot capa-
bilities of CLIP to perform instance segmentation in videos.
While NamedMask [40] is a related approach that performs

semantic segmentation on images, our approach specifically
focuses on VIS, offering a more comprehensive solution.

3. Method
Our objective is to learn a video instance segmentation
model without groundtruth mask, box, or point annotations.
The problem is challenging since we need to maintain tem-
poral consistency while the objects may undergo appear-
ance changes, occlusions, or partial visibility, making it dif-
ficult to track and segment them accurately over time. We
build upon the recent advances in large-scale models pre-
trained with Internet-scale data without any dense labels,
also often called ‘foundation’ models. Many of these mod-
els are image and text-based and do not extend trivially to
videos. Hence, in this section, we propose the framework
to utilize them for the video segmentation task. Our frame-
work consists of three steps as shown in Figure 2: (1) we
start by generating pseudo-masks (Section 3.1) per video
frame and build a prototype memory bank for different
classes in the training data. Our proposed prototype mem-
ory encodes per-class semantic information and is used to
filter the false positives improving the quality of the pseudo-
labels, as shown in Figure 2a; (2) Secondly, we train a
transformer-based video instance segmentation model (Sec-
tion 3.2) by using the per-frame pseudo-masks generated
from the first step as shown in Figure 2b; (3) Finally, during
inference, we perform bipartite matching between instances
of consecutive frames and propose a tracking memory (Sec-
tion. 3.3) to build dense and consistent mask tubes across
the video as shown in Figure 2c.

Formally, we are given a collection of N videos V =
{Vn}Nn=1 (with no pixel, box, or instance-level annotations),
and a set of categories that we want to segment in these
videos as C = {lc}Cc=1, where C = |C| is the number of
categories, and l is the text label. Note that we assume that
no per-video label information is provided, i.e., the set of
videos are not tagged with labels. Furthermore, a video may
have zero or more of object instances corresponding to each
label. Each video V ∈ V can also have a variable number
of frames and we denote the tth frame for this video as Vt.

3.1. Generating pseudo-labels for instance masks

Class agnostic mask generation. In the first step of our ap-
proach, we leverage self-supervised image models to gener-
ate pseudo-labels for video frames. Self-supervised learn-
ing (SSL) models such as [7–10, 18, 54], are typically
trained using unlabeled ImageNet [13] train set, and have
an innate discriminative and localization abilities. Several
methods [2, 38, 41, 46] have been proposed to extract ob-
ject masks from images using features from the SSL mod-
els. These methods typically work by performing a graph
partitioning over features corresponding to various images
patches and iteratively refining these partitions. We adopt
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Figure 2. We present our approach UVIS. On the left we show our pseudo-label generation pipeline which involves generating masks
and instance labels using CutLER [43] and CLIP [37] followed by Prototype Memory Filtering (PMF). In the center we show our model
training which uses and image encoder and a transformer decoder to learn queries to predict per-frame predictions. On the right we show
our proposed tracking memory approach which utilizes per frame queries and a memory based update rule to perform matching between
frames to track instances and generate temporally consistent predictions.

CutLER [43]’s self-training strategy to generate mask and
box predictions for each image using the pre-trained SSL
model DINO [7]. See the supplementary material for the
details of the approach. Given a video frame Vt, CutLER
predicts a set of boxes {bit}, masks {M i

t} and their corre-
sponding objectness scores {oit} where i corresponds to the
ith object instance in the frame.

CLIP based Text-Instance Matching. In order to asso-
ciate each mask M i

t to the corresponding label of interest,
we utilize CLIP [37], a vision-language model trained with
aligned text and image data. CLIP consists of a vision mod-
ule fCLIP

vision and a text module fCLIP
text to compute image and

text embeddings respectively. Given an image I , the model
assigns a class (from a list of classes) to it by computing the
cosine similarity between the image embedding and the em-
beddings of a list of text prompts, and selecting the closest
prompt. The list of text prompts is generated from labels by
simple strings such as “a photo of < class >”. In practice,
a larger set of text prompts per class is used, we provide de-

tails in the supplemental. In our case, we generate the CLIP
embeddings and the scores for each of the instance regions
{M i

t} by using the corresponding box ({bit}) to get the in-
stance crop ({bit

⊕}). We assign initial class labels to each
of the instances using the CLIP model as following.

class(i) = argmax
l∈C

(
fCLIP

vision(b
i
t

⊕
) · fCLIP

text (a photo of ⟨l⟩ )
)

(1)
where bit

⊕ is the cropped instance region for frame Vt

and class(i) is the initial class assigned to the ith in-
stance by the CLIP model. We also denote the CLIP
class score for this instance as ui

t = fCLIP
vision(b

i
t
⊕
) ·

fCLIP
text (a photo of < class(i) >).

Prototype Memory Filtering (PMF). These initial classes
or pseudo-labels are often noisy and contain a lot of false
positives. To address this, we create class specific proto-
types using the initial class labels as following. For each
class label l ∈ C we accumulate all the instance features
given by fCLIP

vision(b
i
t
⊕
). We apply K-Means clustering on the
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features and compute kl centroids. We set kl to be pro-
portional to the number of instances in class l. We denote
these clusters as the prototype clusters for class l. We can
now compute an out-of-distribution score for each instance
i such that class(i) = l. To do this we compute the cosine
similarity between the prototype clusters of class l and CLIP
features for an instance fCLIP

vision(b
i
t
⊕
) which has the same pre-

dicted class. We discard all instances for which the maxi-
mum similarity with any prototype is less than a threshold
τ . Together with objectness score and CLIP score, τ de-
termines the final instances we retain for each prototype in
our prototype memory. These protoypes’ embeddings col-
lectively reflect various pose, appearances and instances of
the objects within the same category.

3.2. Training the segmentation model

Using the pseudo-mask labels from the last step, we next
train an instance segmentation model which comprises of a
convolutional image encoder E and a transformer decoder
D. Our setup is similar to the one used in MinVIS [19]
which uses a supervised setting, as compared to our unsu-
pervised case. We provide more details below and some
additional details in the supplemental.

Given a frame Vt and corresponding pseudo-labels lit
and M i

t , the model uses the fully convolutional image en-
coder to extract multi-scale features Ft = E(Vt). Input
to the decoder are q ∈ Q learnable query embeddings
along with the the encoder features (Ft) with |Q| = Nq .
The transformer decoder then outputs transformed queries
such that q̂ = D(Ft, q). Each query q̂ ∈ Q̂ is passed
to a classification head fcls to obtain classification scores
s = fcls(q̂), s ∈ R1×C where C = |C|.

Along with classification score per query, we also obtain
a segmentation masks M ∈ RNq×H×W for the query by
convolving transformed query embedding q̂ with last layer’s
features in Ft where H and W are the height and width of
the image. In other words, M = σ(q̂ ∗ F−1

t ) where σ(.)
is the sigmoid function, ∗ is the convolution operation and
−1 represents the last layer’s features. During training, the
classification head outputs (s) and segmentation head out-
puts (M ) are used to perform bipartite matching between
predictions and pseudo-labels that minimize the classifica-
tion and segmentation losses. Once assigned, the losses are
recomputed based on the matching to obtain the total loss
Lvis = Lcls + Lseg where Lcls, the classification loss, is
computed using cross entropy. Lseg, the segmentation loss,
is computed using binary cross entropy and dice loss [32].

Once the model is trained, the per-frame learned queries
q̂ are used to perform tracking and generate temporally con-
sistent instance masks for each instance along with the pre-
dicted class labels.

3.3. Tracking using learned Queries and Memory

Query based Tracking. Our transformer-based model
learns queries which help us identify and label each instance
region. During training, we utilize per frame predictions to
propogate the loss and do not use any temporal cues. But
while performing inference, we require temporally and spa-
tially consistent predictions. To extend the per-frame pre-
dictions during inference, we utilize the similarity between
query embeddings between adjacent frames. Using cosine
similarity based Hungarian matching between queries Qt

and Qt+1 of frames Vt and the next frame Vt+1 we obtain
the permutation operator (P t) of queries (Qt) which assigns
them to Qt+1. Utilizing a large number of queries, automat-
ically tackles occlusion, and birth and death of tracklets by
detecting null/empty masks, with enough queries remaining
to track the foreground objects of interest. The final class
prediction in this case for each tracklet is computed using
the averaged logits across time.
Tracking with Memory Bank. While using cosine simi-
larity to propagate instances across frames using Hungarian
matching can give us tracklets and corresponding labels, we
notice that for the unsupervised case, these are not very ac-
curate. This can be attributed to the noise in pseudo-labels
involved in training and the lack of encoding of variations
in appearance of the same instance. To further improve the
tracking we utilize a tracking memory module. This mod-
ule performs averaging of the query vectors based on the
matching between two frames to use a weighted query fea-
ture from all previous frames. This adds temporal memory
to each query feature which is able to encode the instance
appearance over a time window instead of just focusing on
the previous frame. Specifically, given two frames, Vt and
Vt+1 of video Vn, having queries Qt and Qt+1, instead of
matching Qt+1 with Qt we define the averaged Qt

∗ instead
as follows:

Qt
∗ = λ ∗ P t−1[Qt] + (1− λ) ∗ µt−1 (2)

where µt ∈ RNq×d is the average memory. Here Nq is the
number of per frame queries and d is the dimension of each
query vector. We define µt−1 as follows:

µt−1 =
1

t− 1

(
Q1 + P 1[Q2] + P 2[Q3] + ...+ P t−2[Qt−1]

)
(3)

4. Experiments
We evaluate our method on three VIS benchmarks:
YouTube-VIS 2019 [51] (YTVIS-2019), YouTube-VIS
2021 [51] (YTVIS-2021), and Occluded VIS [35] (OVIS).
We describe our experimental setup in Section 4.1, compare
UVIS with state-of-the-art fully-supervised approaches in
Section 4.2, and provide an ablation study in Section 4.3.
For more details, please refer to the supplement.
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Table 1. Mask (M) / Box (B) / category (C) vs. our unsupervised setting on validation set of YouTube-VIS 2019 [51], YouTube-VIS
2021 [51], and OVIS [35]. * indicates training in videos without COCO pretrained model weights as initialization using authors’ official
code. “I-Sup.” and “V-sup.” indicate the supervision used in the image dataset and the video dataset, respectively. All results below are
based on R50 backbone. Our UVIS achieves decent results in all three datasets without any videos annotations or dense supervision from
images.

Method Video-Dataset COCO I-Sup. V-Sup. AP AP50 AP75 AR1 AR10

IDOL [49] YTVIS-2019 ✓ M M 49.5 74.0 52.9 47.7 58.7
MinVIS [19] YTVIS-2019 ✓ M M 47.4 69.0 52.1 45.7 55.7
MaskFreeVIS [24] YTVIS-2019 ✓ B B 42.5 66.8 45.7 41.2 51.2
MinVIS [19] YTVIS-2019 ✗ - M 30.3 51.3 30.1 34.7 38.1

WISE [25] YTVIS-2019 ✗ - C 6.3 17.5 3.5 7.1 7.8
IRN [1] YTVIS-2019 ✗ - C 7.3 18.0 3.0 9.0 10.7
WeakVIS [28] YTVIS-2019 ✗ - C 10.5 27.2 6.2 12.3 13.6
DeepSort [48] YTVIS-2019 ✗ - - 12.5 27.1 10.8 15.3 18.1
UVIS YTVIS-2019 ✗ - - 21.4 42.3 19.4 22.5 28.2

IDOL [49] YTVIS-2021 ✓ M M 43.9 68.0 49.6 38.0 50.9
MinVIS [19] YTVIS-2021 ✓ M M 44.2 66.0 48.1 39.2 51.7
MaskFreeVIS [24] YTVIS-2021 ✓ B B 36.2 60.8 39.2 34.6 45.6
MinVIS [19] YTVIS-2021 ✗ - M 32.1 54.0 33.2 30.9 39.1

DeepSort [48] YTVIS-2021 ✗ - - 10.3 23.0 9.4 11.9 15.5
UVIS YTVIS-2021 ✗ - - 17.5 35.6 16.3 19.7 26.3

IDOL [49] OVIS ✓ M M 30.2 51.3 30.0 15.0 37.5
MinVIS [19] OVIS ✓ M M 25.0 45.5 24.0 13.9 29.7
MaskFreeVIS [24] OVIS ✓ M B 15.7 35.1 13.1 10.1 20.4
MinVIS [19] OVIS ✗ - M 15.0 33.9 12.8 9.8 19.3

DeepSort [48] OVIS ✗ - - 1.6 4.0 1.4 1.9 3.9
UVIS OVIS ✗ - - 3.5 11.1 2.1 3.6 7.0

4.1. Experimental Setup

Datasets. YouTube-VIS 2019 dataset [51] (YTVIS-2019)
is widely used for video instance segmentation task. It
comprises 2,883 labeled videos, 131,000 instance masks,
and covers 40 different classes. An improved version
called YouTube-VIS 2021 (YTVIS-2021) was also intro-
duced [51], featuring 8,171 unique video instances and
232,000 instance masks. OVIS is another challenging
dataset, offering heavy occlusion, longer sequences and
more number of objects. OVIS consists of 296,000 instance
masks and contains an average of 5.8 instances per video
across 25 classes.

Experimental Setup. We highlight our experimental setup
here. For pseudo-label generation, we utilize CutLER [43]
pretrained on ImageNet for class-agnostic masks generation
using their Cascade-Mask-RCNN-based pretrained check-
point. For labeling the proposed regions we use CLIP ViT-
bigG-14 [36] from OpenCLIP [23]. We apply a threshold
of 0.7 to both objectness score from CutLER (oit) and class
score (ui

t) from CLIP, and set τ = 0.7.

For VIS architecture and optimization, we follow Min-
VIS [19]’s model architecture, training hyperparameters,
and losses. Specifically, for the MinVIS architecture, we
utilizes a ResNet-50 [17] (R50) image encoder and a trans-
former decoder and sets Nq = 100. However, we made
three major modifications to it. Firstly, instead of relying

on ground truth masks, we employed pseudo masks gener-
ated by our method (cf. Section 3.1). Secondly, instead of
pretraining on COCO with dense labels, we use ImageNet
classification for backbone initialization and train the trans-
former from scratch. Therefore, we increased the number of
interactions to 320k as our setup requires more time to con-
verge. Lastly,we incorporated our proposed tracking mem-
ory during inference and set λ=0.5.
Baselines. To our best knowledge, ours is one of the first
works to introduce the task of unsupervised VIS and does
not have any direct baselines to compare with. We propose
a new baseline for comparison by utilizing DeepSort [48].
DeepSort [48] does not require any training and produces
tracks given per-frame detections and deep features. We
feed our per-frame pseudo-labels in the validation split and
the associated CLIP CLS token features of each instance
crop into DeepSort to generate satio-temporal masks for
evaluation.
Metrics. For evaluation, we utilize the metrics of AP (Av-
erage Precision) and AR (Average Recall), and evaluate the
performance on the validation split in line with the previous
work [19, 28, 49].
4.2. Quantitative Comparison
We compare our UVIS with recent full-supervised methods
including IDOL [49], MinVIS [19] as shown in Table 1.
We also compare our method with recent box-supervised
method MaskFreeVIS [24] and category-label supervised
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Figure 3. Visualizations on YoutubeVIS-2019 [51] with our UVIS. Each row shows temporal instance mask and class predictions. Our
method is able to work for examples containing multiple instances of the same class (rows 1, 3, 4) and also when there are instances from
different classes (row 5). UVIS shows promising results when instances of the same class might overlap (row 4).

method WeakVIS [28]. Note that MinVIS [19] (w/o COCO
pretraining) serves as the fully-supervised counterpart of
UVIS.
YouTube-VIS 2019. As shown in Table 1, we achieved an
impressive AP of 21.4 without relying on any annotations
or COCO pretraining. This result outperforms the previous
weakly-supervised method [28], which utilized per-frame
category labels on videos and external flow networks, by a
significant margin of 10.9 AP. Our self-constructed baseline
of DeepSort [48] also performs better than WeakVIS [28]
by 2 AP showing it as an effective approach for comparison.
We also show qualitative results of our approach in Figure 3.
YouTube-VIS 2021. Our UVIS achieves 17.5 AP on this
more challenging dataset. It also beats the DeepSort base-
line by 7.2 AP showing the effectiveness of the proposed
prototype memory filtering (PMF), training and memory
based tracking. These compelling findings highlight the
potential of our unsupervised video instance segmentation
framework and its ability to deliver competitive results.
Occluded-VIS 2021. In the most challenging setting with
the Occluded-VIS 2021 dataset, we achieve a modest re-
sult of 3.5 AP despite heavy occlusions and extremely long
sequences. This is again a 1.9 AP improvement over the

Table 2. Ablation of different components of our pipeline on
YTVIS-2019 [51] val set.

Model ID CLIP Video
Train

Label Denoise Tracking
Memory AP ∆

Mask Score CLIP Score PMF

MinVIS [19] (Upperbound) - - - - - - 30.3

A1 ✓ - - - - - 12.5 -
A2 ✓ ✓ - - - - 16.6 4.1
A3 ✓ ✓ ✓ - - - 18.4 5.9
A4 ✓ ✓ ✓ ✓ - - 19.8 7.3
A5 ✓ ✓ ✓ ✓ ✓ - 20.7 8.2
A6 ✓ ✓ ✓ ✓ ✓ ✓ 21.4 8.9

DeepSort baseline.
4.3. Ablation Study
We perform ablation on 1) the effects of each model compo-
nent; 2) the prototype memory filtering design choice; and
3) the tracking memory component generalizability. All re-
sults are based on R50 backbone and conducted under the
same configuration for a fair comparison.
Effects of model components. We conducted an ablation
study to assess the impact of each component of our model,
as presented in Table 2. The Baseline-DeepSort achieves a
validation split performance of 12.5 AP using CLIP features
for tracking, without any video training. When training a
VIS model with pseudo-labels without any filtering, the per-
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Table 3. Ablation of Prototype Mem-
ory Filtering (PMF) on YouTube-VIS
2019 [51] val. Prototype Memory Filter-
ing improves AP by 0.9.

τ 0.0 0.5 0.7 0.9

AP 19.8 20.1 20.7 19.9

Table 4. Ablation of tracking memory on YouTube-VIS 2019 [51] val. Our proposed
tracking memory can be generalized to different datasets and different supervision settings.

Model Sup. Dataset AP AP (+Tracking Memory)

C0 - YTVIS-2019 20.7 21.4 (+0.4)
C1 - Occluded VIS 3.1 3.5 (+0.4)

C2 IM + VM YTVIS-2019 47.3 50.7 (+3.4)
C3 IM + VM Occluded VIS 26.7 27.2 (+0.5)

CLIP Failure Multi-Instance Failure Temporal Inconsistency

Figure 4. Visualizations of failure cases on YoutubeVIS-2019 [51]. On the left we show CLIP labeling failures where the CLIP model
incorrectly classifies to the wrong class. In the center we show prediction inconsistencies where multiple instances are predicted as one.
On the right we show temporal inconsistencies in predicted masks.

formance increases to 16.6 AP. By incorporating mask score
and CLIP score for filtering, we observe improvements to
18.4 and 19.8 AP, respectively. Our Prototype Memory Fil-
tering (PMF) component further enhances the performance
to 20.7 AP, highlighting the importance of employing pro-
totype memory banks for filtering out noisy labels. Finally,
with the addition of our Tracking Memory component, the
model achieves a 0.7 AP boost, resulting in a final perfor-
mance of 21.4 AP without any supervision. This perfor-
mance is only 8.9 AP lower than the upper bound achieved
with full mask supervision in videos.
Prototype memory filtering ablation. We analyze the pro-
totype memory filtering, shown in Table 3, by adjusting the
threshold for keeping proposals. We observe that a lower
threshold is relatively safer and yields improvements (+0.3
AP) compared to not using any prototype memory filtering.
As we increase the threshold (τ ), the performance further
improves (+0.9 AP) due to the removal of noisy labels fa-
cilitated by our prototype memory. However, we noticed
that an excessively large threshold of 0.9 does not perform
as well. This could be attributed to the fact that a higher
threshold leads to the significant removal of true positives.
Tracking memory ablation. We ablate our tracking mem-
ory module in Table 4. In the unsupervised setup, incorpo-
rating the tracking memory resulted in a consistent 0.4 AP
boost on both the YTVIS-2019 and Occluded VIS datasets.
We observe similar consistent improvement in the super-
vised setup too, where we use our tracking module over the
official fully-supervised MinVIS checkpoint and produce a
boost of 3.4 AP on YouTube-VIS 2019 and 0.5 AP on Oc-
cluded VIS. This result highlights the importance of tem-
poral information compared to MinVIS, which only utilizes
information from consecutive frames for tracking. These
experimental results confirm the generalization ability and
effectiveness of our tracking memory component, both in

unsupervised and supervised settings.
Failure cases. In Figure 4 we highlight some failure exam-
ples. We show examples where the CLIP model assigns
incorrect class to the region (left). We also show multi-
instance failures where the trained model assigns an in-
stance mask covering multiple instances of the same cat-
egory (center). This usually arises when the two objects oc-
clude each other. Finally, we show temporal inconsistency
failures where the model predicts masks that are not tempo-
rally consistent and end up not masking the object perfectly.

5. Conclusion
We introduced UVIS, the first unsupervised video instance
segmentation approach that eliminates the need for video
annotations or dense pretraining, to the best of our knowl-
edge. UVIS consists of three essential steps and incorpo-
rates our proposed dual-memory module to improve mask
predictions. First, we generate class-agnostic instance
masks for each video frame using CutLER and associate
them with semantic labels using CLIP. We then employ a
class-specific prototype memory bank to filter out noisy la-
bels. Second, we train a transformer-based VIS model us-
ing image-based training and pseudo-labels obtained from
the previous step. Third, during inference, we connect per-
frame predictions to form mask tubes using bipartite match-
ing of query embeddings. We enhance the tracking perfor-
mance by updating query embeddings using our tracking
memory bank, which captures long-term temporal informa-
tion. We evaluate our approach on three standard bench-
marks, namely YTVIS 2019, YTVIS 2021, and OVIS.
Our work demonstrates the potential of utilizing foundation
models for unsupervised VIS, contributing to the advance-
ment of scalable video applications.
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