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Abstract

Unsupervised domain adaptation (UDA) has been a po-
tent technique to handle the lack of annotations in the target
domain, particularly in semantic segmentation task. This
study introduces a different UDA scenarios where the target
domain contains unlabeled video frames. Drawing upon re-
cent advancements of self-supervised learning of the object
motion from unlabeled videos with geometric constraint, we
design a Motion-guided Domain Adaptive semantic seg-
mentation framework (MoDA). MoDA harnesses the self-
supervised object motion cues to facilitate cross-domain
alignment for segmentation task. First, we present an ob-
ject discovery module to localize and segment target mov-
ing objects using object motion information. Then, we pro-
pose a semantic mining module that takes the object masks
to refine the pseudo labels in the target domain. Subse-
quently, these high-quality pseudo labels are used in the
self-training loop to bridge the cross-domain gap. On do-
main adaptive video and image segmentation experiments,
MoDA shows the effectiveness utilizing object motion as
guidance for domain alignment compared with optical flow
information. Moreover, MoDA exhibits versatility as it can
complement existing state-of-the-art UDA approaches.

1. Introduction

Fully-supervised semantic segmentation [4, 20] is a data-
hungry task that requires all pixels of training images to be
assigned with a semantic label. However, providing pixel-
wise human annotations for semantic segmentation is ex-
pensive and time-consuming [5]. Recently, unsupervised
domain adaptation (UDA) has become an effective tech-
nique to alleviate the necessity of pixel-wise data label-
ing. Existing UDA for semantic segmentation methods uti-
lizes adversarial learning for feature or output-level domain
alignment [25, 31, 32] or self-training techniques that refine
target pseudo labels in an iterative process [1, 30, 47, 48].
While these methods show notable improvements, particu-

Figure 1. Current UDA methods show notable performance for
background categories (e.g., tree, road, sky), but they are limited to
the real-world dynamic scenes containing multiple moving objects
(e.g., buses). We propose MoDA that uses object motion from un-
labeled videos as complementary guidance to refine pseudo labels
(PL) in the target domain. Note that the object motion is learned
using using self-supervised geometric constraints from sequential
video frames (t1 and t2), without requiring any annotations.

larly for background categories (e.g., tree, road, sky), they
are limited to the real-world dynamic scenes containing
multiple moving objects, as an example shown in Fig. 1.

The recent trend in dynamic scene understanding in-
volves learning the object motion and the camera’s ego-
motion from unlabeled sequential image pairs. A bird’s eye
view in Fig. 2(a) shows an example of the object motion
and the camera’s ego-motion. Existing works [8, 17, 18]
suggest learning a motion network to separate the local ob-
ject motion from the global camera ego-motion in the static
scenes with self-supervised geometrical constraints. This
separation helps to isolate the object motion from the cam-
era’s ego-motion. As an example in Fig. 1, the object mo-
tion is capable of segmenting the moving yellow bus out
from static scenes.

We propose that the object motion learned from geomet-
ric constraints can be used as complementary guidance for
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domain adaptation to the target domain. Specifically, the
segmentation network suffers from the cross-domain gap
due to the lack of semantic labels in the target domain.
However, the motion network is trained separately from the
segmentation network. Moreover, the motion network is
trained only using target frames in the self-supervised man-
ner with geometric constraints, which does not require any
semantic labels. So the object motion from the motion net-
work is not affected by the cross-domain gaps caused by the
labeling issue.

In this work, we present a motion-guided unsupervised
domain adaption (MoDA) method for segmentation task,
which utilizes the self-supervised object motion from geo-
metrical constraints as cues for domain alignment. First,
we present an object discovery module that takes the object
motion information learned from the unlabeled videos as
input and localizes and segments the moving object in the
target domain. Then, we propose a semantic mining module
to refine target pseudo labels by utilizing the object masks
from the target domain. Subsequently, these high-quality
target pseudo labels are sent as input in the self-training
loop to optimize the target segmentation model. On do-
main adaptive video and image segmentation benchmarks,
MoDA shows the effectiveness utilizing object motion as
guidance for domain alignment compared with optical flow
information. Moreover, it is versatile to complement exist-
ing state-of-the-art UDA approaches.
Contribution:
• We are the first to utilize self-supervised object motion

information from unlabeled videos to facilitate cross-
domain alignment for semantic segmentation task, with-
out requiring any target annotations.

• MoDA contains the object discovery module and the
semantic mining module to refine target pseudo labels.
These two modules are directly used without the need for
training.

• MoDA shows superior performance on the benchmarks
for the domain adaptive video and image segmentation
compared with optical flow baselines. MoDA is also ver-
satile to complement existing state-of-the-art UDA ap-
proaches.

2. Related Works
Domain adaptive image segmentation. The goal of do-
main adaptation is to align the domain shift between the la-
beled source and target domains [7, 15]. For domain adap-
tive image segmentation, adversarial learning [19, 25, 31–
33] and self-training [1, 16, 21, 26, 29, 30, 37, 41, 45, 47,
48] approaches are widely adopted, and demonstrate com-
pelling adaption results. [25] designs two discriminator
networks to implement the inter-domain and intra-domain
alignment. [44] proposes to average the predictions from
the source and the target domain to stabilize the self-training

process and further incorporate the uncertainty [45] to min-
imize the prediction variance. Existing works consider the
domain alignment on the category level [34] and instance
level [40] to learn domain-invariant features. [43] pro-
poses to handle more diverse data in the target domain.
adopt image-level annotations from the target domain to
bridge the domain gap. [10] propose combined learning
of depth and segmentation for domain adaptation with self-
supervision from geometric constraints. Different from ex-
isting approaches, we consider using motion priors as guid-
ance for domain alignment in this work.
Self-training for domain alignment. In self-training, the
network is trained with pseudo-labels from the target do-
main, which can be pre-computed offline or calculated on-
line during training [1, 12, 13, 37, 41]. [41] proposes
to estimate category-level prototypes on the fly and refine
the pseudo labels iteratively, to enhance the adaptation ef-
fect. [1] utilizes data augmentation and momentum updates
to regulate cross-domain consistency. [46] proposes to
align the cross-domain gaps on structural affinity space for
the segmentation task. In this work, we introduce the mo-
tion masks that provide complementary object geometric
information as prior. Specifically, we develop the motion-
guided self-training and the moving object label mining
module to refine the target pseudo labels and thus improve
the adaptation performance.
Domain adaptive video segmentation. Exploiting motion
information like optical flow [24] to separate the objects in
videos to regulate the segmentation training is well explored
in the video segmentation field. In UDA, there are several
attempts that introduce temporal supervision signals to en-
force the domain alignment. [9] regulates the cross-domain
temporal consistency with adversarial training to minimize
the distribution discrepancy. [39] proposes to capture the
spatiotemporal consistency in the source domain by data
augmentation across frames. In this work, we propose to
utilize the 3D object motion [18] of the target sequential
image pairs, which provides rich information for localizing
and segmenting the moving objects.

3. Preliminary

We train the motion networkGm to learn object motion pre-
diction in the target domain illustrated in Sec. 3.1. Then, we
conduct motion mask preprocessing to obtain the instance-
level motion masks in the target domain shown in Sec. 3.2.
Notations. We have a set of source images XS = {xSn}N

S

n=1

with the corresponding segmentation annotations Y S =

{yS}NS

n=1, where NS is the number of the source images.
We also have a set of unlabeled sequential frames XT =

{(xTn,1, xTn,2, . . . , xTn,k)}N
T

n=1 in the target domain, where
xTn,2 is an adjacent frame of xTn,1, and NT is the number
of the target video sequences. Note that xT ∈ RH,W,3,
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Figure 2. The object motion information is learned by self-supervised geometric constraints from unlabeled target video frames, without
any annotations. (a) The visualization of a bird’s eye view of the dynamic scene, where the yellow bus is moving toward the camera. We
indicate the object motion of the yellow bus and the ego motion from the camera itself. (b) The diagram for geometric training to learn the
object motion from a pair of target adjacent video frames. The motion network and depth network are trained by the self-supervised losses
(photometric loss and regularization losses) following geometric constraints.

xS ∈ RĤ,Ŵ ,3, yS ∈ BĤ,Ŵ ,C as pixel-wise one-hot vec-
tors, and C is the number of all the categories C . For the
geometric part, our motion network and the depth network
are represented by Gm and Gp. For the semantic part, our
segmentation network is indicated by Ge. Our objective is
to adapt the segmentation model Ge to the unlabeled target
domain.

3.1. Target Domain Geometric Learning

The joint acquisition of knowledge concerning the moving
objects and the motion of the ego camera within a local
static scene has obtained considerable attention within the
area of dynamic scene understanding [3, 8, 17, 18]. Re-
cent investigations have introduced a method to disentangle
the local objects’ independent motion (called object motion)
from the global camera’s motion (called ego-motion) in a
self-supervised manner with geometric constraints [17, 18].
We use the object motion to segment the moving objects out
from the static scene.

Given an unlabeled target frame and its adjacent frame
{xT1 , xT2}, our depth network Gp is trained to estimate their
depth maps {dT1 , dT2} ∈ RH,W . Then, these frames with
their corresponding depth maps are concatenated as input
{xT1 , dT1 , xT2 , dT2} and sent into the motion net Gm. Then
Gm is trained generates the camera’s ego-motion [R, t] (in
6 DoF) and the object motion Ψ ∈ RH,W,3 (in 3D space: x,
y, and z-axis), where R ∈ R3 is the camera’s ego rotation
and t ∈ R3 is the camera’s ego translation. On this basis,
we use the camera’s ego-motion [R, t], the object motion Ψ,
and the adjacent frame xT2 to reconstruct the original image

xT1 with an inverse warping operation

x̂T1 = F(xT2 , d
T
1 , R, t,Ψ,K), (1)

where x̂T1 is the reconstructed image by warping the adja-
cent image xT2 (as reference), F is the projection operation
using camera geometry [17], andK ∈ R3×3 is the camera’s
intrinsic parameters. We adopt the photometric loss [8] and
the regularization losses [17, 18] to optimize the motion
network Gm and the depth network Gp together shown in
Fig. 2 (b).

3.2. Motion Mask Preprocessing

Our motion mask preprocessing (MMP) aims at localizing
the moving instances based on the object motion informa-
tion in the target domain. An exemplary procedure of MMP
is shown in Fig. 3 (a). Given the motion network Gm opti-
mized by the photometric loss and the regularization losses,
we first predict the object motion map Ψ ∈ RH,W,3 from
the adjacent frames xT1 , x

T
2 ∈ RH,W,3 as input. On this ba-

sis, we extract a binary motion mask ΨM ∈ BH,W from Ψ
via

ΨM
(i) =

{
1, if |Ψ(i,d)| > 0,∀d ∈ {1, 2, 3}
0, otherwise , (2)

where i indicate the pixel coordinate, Ψ
M

(i) is the mask value
on the image pixel xT(i). Note that the object motion Ψ pre-
dicted Gm is relative to the scene, e.g., it is separated from
the camera’s ego-motion. Therefore, we use ΨM to localize
and segment all the moving objects in the scene.

The binary motion mask ΨM could potentially include
multiple moving instances, as it is common for multiple cars
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Figure 3. (a) The motion mask extracted from the object motion
map include multiple moving instances. Therefore, we adopt con-
nect component labeling to identify each moving instance. (b)
The object motion map is in 3D space (x, y, z-axis). Object mo-
tion is capable to capture the motion pattern at z-axis (moving
forward/backward) such as this vehicle. In contrast, optical flow
which lies in 2D space fails to capture the motion of this vehicle.

and motorcycles to move together within the same scenes.
To differentiate various moving instances, we utilize con-
nected component labeling [36] which is to identify each
moving instance from ΨM with a unique label. We first run
connected component labeling on ΨM to get a ”new” map
Ψ̃M with unique labels

Ψ̃M = Γ(ΨM), (3)

where Γ is the connected component labeling process. For
each unique label m in Ψ̃M, we extract a binary motion
mask ψm ∈ BH,W for the mth moving instance. In this
regard, we generate a set of binary instance-level motion
masks {ψm}Mm=1 via

{ψm}Mm=1 = ∆(Ψ̃M), (4)

where ∆ denotes the instance-level motion mask extraction
mentioned above (an example is shown in Fig. 3 (a)), and
M is the number of the moving instance masks in ΨM.
Difference with Optical Flow. The object motion differs
from the optical flow in two aspects. 1) Optical flow is
not accurate for detecting the motion pattern on the front-
to-back axis (z-axis) which is a common motion pattern in
the real world, as it is a motion representation in 2D space.
However, this issue doesn’t exist in object motion which
lies in 3D space. 2) Optical flow is a motion representa-
tion of all the pixels with respect to the camera’s movement.
Therefore, optical flow is a mixed motion representation
of the object motion and ego-motion. In contrast, Object
motion [17, 18] represents the independent movement of
the objects, which is disentangled from the camera’s ego-
motion through the learning process in Sec. 3.1. Provided

a car moving on the z-axis, we visualize the optical flow
and the object motion in Fig. 3 (b), where the object (the
vehicle’s) motion and camera’s ego-motion are similar (to-
ward the z-axis with similar velocity). The object motion
successfully detects the the vehicle’s motion at the z-axis.
However, the optical flow cannot easily detect it because the
the vehicle’s motion is similar to the camera’s ego-motion.

4. Methodology
MoDA consists of two modules: object discovery and se-
mantic mining. The object discovery module takes the
instance-level motion masks and extracts the moving ob-
ject masks (in Sec. 4.2). Subsequently, the semantic mining
module utilizes the object masks to refine target pseudo la-
bels (in Sec. 4.3).

4.1. Segmentation Warm-up

We first conduct warm-up training for segmentation net-
work following DACS [30]. Given a labeled source frame
xS and its ground-truth map yS, we first train the segmenta-
tion network Ge with the supervised segmentation loss

LS
ce = −

Ĥ,Ŵ∑
i=1

C∑
c=1

yS(i,c) log(p
S
(i,c)), (5)

where the source prediction pS = Ge(x
S) ∈ RĤ,Ŵ ,C , pS(i,c)

denotes the predicted softmax possibility on cth category
on the pixel xS(i), Ge is the segmentation network, and C
is the total number of categories. The segmentation net-
work trained solely on the source domain lacks generaliza-
tion when applied to the target domain. To bridge the do-
main gap, we optimize the cross-entropy loss with the target
pseudo labels. For simplicity, let the target pseudo label at
the tth iteration denote as ỹT ∈ BH,W,C . The cross-entropy
loss is defined by

LT
ce = −

H,W∑
i=1

C∑
c=1

ỹT(i,c) log(p
T
(i,c)). (6)

During warm-up stage, we also follow the mixing augmen-
tation between source and target samples used in DACS.

4.2. Target Object Discovery

Directly applying the instance-level motion masks
{ψm}Mm=1 for boosting the quality of target pseudo labels
encounters two points of challenge. 1) The instance-level
motion masks provide a coarse segmentation of the moving
objects due to the side effects of the motion regularization
loss. Therefore, directly using the instance-level motion
masks leads to noisy pseudo labels which might affect
the performance of domain alignment. 2) There are
some special cases where some moving instances might
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Figure 4. The instance-level motion mask might contain multiple
moving objects bound together such as the rider and the motorcy-
cle. The object discovery module takes an instance-level motion
mask as input and predicts accurate object masks. Specifically,
given a target image and its instance-level motion masks, we com-
pute an objectness score map by computing the similarity of each
query with all the keys in Eq. 8 and the processing in Eq. 9.

contain multiple objects. For example, a motorcycle and its
rider (two objects) are bounded into one moving instance
(presented in Fig. 4).

To tackle these two issues, we propose a self-supervised
object discovery module (ODM) to learn the accurate mov-
ing object masks from the instance-level motion masks
{ψm}Mm=1, as shown in Fig. 4. First, given the target frame
xT, a dense feature map I ∈ RH′,W ′,V is extracted from
the segmentation network pre-trained on the source domain
(shown in Sec. 4.1). Then we adopt a self-supervised design
to promote the objectness in the features’ attention. Given
an instance-level motion mask ψm ∈ BH,W of xT (gener-
ated by Eq. 4), we bilinearly downsample ψ to the spatial
size of I and select all the instance-level features that are
covered by ψm, denoted by Iψ ∈ RE,K , which is computed
by

Iψ = Υ
(
I ⊙ repmat(bd(ψm))

)
, (7)

where bd represents the binear downsampling, repmat in-
dicates the repeating operation that makes the shape of ψm

to be same as I , ⊙ is the element-wise production, and Υ is
to select all non-zero feature vectors.

To generate the binary moving object masks, we con-
struct the queries and the keys from Iψ . Our queries Q ∈
RF,V are generated by a bilinear downsampling of Iψ where
F is the downsampled size, and our keys K ∈ RE,V are
from Iψ itself. Given a query Qe ∈ RV in Q, we calculate
its cosine similarity with all keys in K. Thus, we produce
an objectness score map S ∈ RE,F by

Se,f = cosim(Qe,Kf ), (8)

whereKf ∈ RK is the f th key ofK, and cosim represents
the cosine similarity which is the dot product of two vec-
tors with L2 normalization. Next, the objectness score map
is transformed by a normalization into a soft map where
the scores are adjusted into the range of [0, 1]. To extract

Figure 5. Directly utilizing instance-level motion masks might be
sub-optimal as they are coarse masks for moving objects. The ob-
ject discovery module is proposed to extract accurate object masks
from coarse instance-level motion masks. The semantic mining
module takes the moving object masks as guidance to refine the
target pseudo labels.

the binary moving object masks, a threshold value τ is ap-
plied to the soft map. The resulting binary moving object
masks are ranked based on their objectness scores, and any
redundant masks are eliminated through non-maximum-
suppression (NMS). The entire procedure to get the moving
object masks {oj}Jj=1 is represented by

{oj}Jj=1 = NMS
(
rank(norm(S))

)
, (9)

where oj ∈ BH,W and J is the number of the object masks
predicted from ψm.

4.3. Target Semantic Mining

Our semantic mining module (SMM) takes the moving
object masks as guidance to refine the noisy target pseudo
labels. SMM is based on the assumption of rigidity of
the moving objects, e.g., vehicles, and motorbikes on
traffic roads. For example, if a vehicle is moving, all
parts of the vehicle are moving together. Based on the
rigidity of the moving objects, all the pixels covered by a
moving object mask in an image must have the same cat-
egorical label. Subsequently, we have the following remark:

Remark 1. If a moving object mask is present, then the
image pixels that it covers should have a semantic label
that corresponds to the same moving categorical label.

Given a target pseudo label ỹ
′T, we choose a dominant

category c∗ in ỹ
′T that are covered by the moving object

mask oj . Concretely, c∗ is determined by the moving cate-
gory with the highest occurrence. Based on Remark 1, we
introduce a semantic mining weight w ∈ RH,W,C to update
the target pseudo label via

w(i,c) = λoj(i)1(c = c∗), (10)

where 1(·) is the indicator function, oj(i) is the object mask
value on the pixel xT(i), and λ is a non-negative hyperparam-
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Figure 6. MoDA utilizes object motion information (instance-level
motion masks) as cues to refine target pseudo labels. The key com-
ponents of MoDA are the object discovery and the semantic min-
ing module, which do not require any training. The object dis-
covery module takes instance-level motion masks and extracts the
moving object masks. These moving object masks are then sent
as input to the semantic mining module to refine the target pseudo
labels (PL). Note that the pseudo labels (PL) are generated by the
segmentation network pre-trained at the warm-up stage.

eter for weighting. Then, we update the target pseudo label
using the following equation

ỹ
′T = Γ(softmax((w + 1)⊙ pT)), (11)

where ỹ
′T is the updated target pseudo label by our target

semantic mining, and Γ is the process of taking the most
probable category from pT. We provide an illustration of
using object motion masks to update noisy target pseudo la-
bels shown in Fig. 5. We use the updated target pseudo label
to update the segmentation network Ge by LSMM which is
defined by

LMoDA =

H,W∑
i=1

C∑
c=1

ỹ
′T
(i,c) log

(
Ge(x

T)
)
. (12)

The overview of MoDA is shown in Fig. 6.

Optical Flow Regularization (OFR). Our baseline is to
use the optical flow information from the adjacent target
frames. Specifically, we can propagate the prediction of the
previous frame to the current frame using optical flow esti-
mates between the frames and subsequently ensure the con-
sistency between the prediction of the current frame and the
propagated prediction from the previous frame. Given two
adjacent frames {xT1 , xT2}, we forward them as input to get
the predictions {pT1 , pT2}. Moreover, we use FlowNet [14] to
estimate the optical flow fT1→2 from xT1 to xT2 . Then we warp
the prediction pT1 to the propagated prediction p̄T2 . Then the
optical flow regularization loss LOFR is formulated as

LOFR = ∥pT1 − p̄T2∥2. (13)

We conduct experiments and compare MoDA with the base-
line method using optical flow regularization LOFR that
considers the temporal consistency of the target frames in
Sec. 5.

5. Experiments

The datasets and implementation details are in Sec. 5.1. The
evaluation is conducted on domain adaptive video segmen-
tation and image segmentation task in Sec. 5.2. The ablation
study and hyperparameter analysis are presented in Sec. 5.3.

5.1. Experiment Setup

Datasets. For domain adaptive image segmentation, we
have GTA5 [27] as the source domains. GTA5 contains
24,966 training images with a resolution 2, 048×1, 024 and
19 categories. For domain adaptive video segmentation,
we adopt VIPER [28] as the source domain. VIPER [28]
contains 133, 670 synthetic frames with the corresponding
pixel-wise annotations from 77 videos generated from
game engines. For the target domain, we use Cityscapes-
Seq [9, 39] which contains 500 video sequences from the
Cityscapes dataset [5], and each sequence consists of 30
frames. We also include 500 validation images from the
Cityscapes dataset for evaluation.

Implementation details. We conduct experiments on
two types of architectures: CNN-based architecture and
Transformer-based architecture. For CNN-based architec-
tures, our warm-up stage follows DACS [30]. We first
adopt DeepLab-V2 [4] with ReseNet-101 [11] for the seg-
mentation network, pre-trained on ImageNet [6]. For
Transformer-based architecture, we adopt MiT-B5 [38] as
the encoder and incorporate our MoDA with existing state-
of-the-art approaches [12, 13] by using the pre-trained
weights from them. Our batch size is 16 with 8 source and 8
target images with the resolution 1, 024× 512. Threshold τ
is set with 0.5. The optimizer for segmentation is SGD [2]
with learning rate of 2.5e−4, momentum 0.9, and weight
decay of 5 × 10−4. We optimize the discriminator using
Adam with the initial learning rate of 10−4. For the mo-
mentum network, we set λ = 0.99. We implement MoDA
with PyTorch and the training process is running on two Ti-
tan RTX A6000 GPUs.

5.2. Evaluation Results

Domain Adaptive Video Segmentation. We evaluate
MoDA in the setting of domain adaptive video segmenta-
tion: VIPER→Cityscapes-Seq. Our baseline approaches
are DA-VSN [9] and TPS [39] which have included optical
flow regularization. We also include domain adaptive
image segmentation baselines: AdvEnt [32], CBST [47],
IntraDA [25], CRST [48], PixMatch [23], and DACS [30].
To make a fair comparison, all these domain adaptive
image segmentation baselines are optimized with optical
flow regularization (LOFR in Eq. 13). For example,
DACS + OFR represents the training results of DACS [30]
with optical flow regularization. The experimental results
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Table 1. The comparison with baseline methods on domain adaptive video segmentation benchmark VIPER→Cityscapes-Seq and domain
adaptive image segmentation benchmark GTA5→Cityscapes-Seq. Current baseline methods are optimized with optical flow regularization
(represented by +OFR) on the target frames. MoDA utilizes object motion as cues to guide domain adaptation and demonstrates superior
performance against current baseline methods using optical flow regularization. This is to demonstrate that object motion serves as stronger
guidance for domain adaptation compared to optical flow. We also show MoDA is versatile as it complements existing state-of-the-art
domain adaptive image segmentation approach (+MoDA).

VIPER → Cityscapes-Seq
Method Road Side. Buil. Fence TL TS Vege. Terr. Sky Pers. Car Truck Bus Motor Bike mIoU

Backbone: ResNet-101
AdvEnt + OFR [32] 78.6 30.0 79.9 23.9 27.3 28.1 82.2 13.0 81.2 59.5 62.3 6.4 40.3 4.8 2.7 41.3
CBST + OFR [47] 48.0 20.9 85.6 12.4 19.2 21.0 82.6 19.5 83.2 60.0 71.8 3.9 39.5 23.1 38.5 41.9

IntraDA + OFR [25] 80.4 35.1 80.7 24.7 28.2 24.7 82.5 14.0 79.8 60.0 63.1 6.0 41.8 6.4 4.2 42.1
CRST + OFR [48] 55.5 22.0 82.4 12.8 19.9 16.0 85.8 19.3 83.1 62.6 72.4 5.0 39.8 29.6 34.9 42.7
DACS + OFR [30] 71.2 26.8 83.5 20.7 23.3 24.1 82.9 24.9 81.8 58.4 76.3 28.8 41.3 24.7 22.8 46.1

PixMatch + OFR [23] 78.8 28.4 82.2 18.2 30.8 25.3 84.6 31.4 83.3 59.1 75.2 34.3 43.7 15.9 13.1 46.9
DA-VSN [9] 87.1 38.3 82.2 23.7 29.8 28.4 85.9 26.6 80.8 60.3 78.7 21.7 46.9 22.0 10.5 48.2

TPS [39] 83.4 35.8 78.9 9.6 25.7 29.5 77.9 28.4 81.6 60.2 81.1 40.7 39.8 27.7 31.4 48.7
MoDA 72.2 25.9 80.9 18.3 24.6 21.1 79.1 23.2 78.3 68.7 84.1 43.2 49.5 28.8 38.6 49.1

GTA5 → Cityscapes-Seq
Method Road Side. Buil. Wall Fence Pole TL TS Vege. Terr. Sky Pers. Rider Car Truck Bus Train Motor Bike mIoU

Backbone: ResNet-101
AdatpSegNet + OFR [31] 86.3 36.2 79.8 24.1 23.9 24.1 36.0 15.2 82.6 31.9 74.4 58.7 26.8 75.1 33.9 35.8 4.1 29.7 28.8 42.5

AdvEnt + OFR [32] 91.6 54.0 79.8 32.4 21.5 33.6 29.1 21.7 84.2 35.4 81.7 52.9 23.8 81.9 31.0 35.3 16.8 26.2 43.7 46.1
IntraDA + OFR [25] 91.6 38.1 81.7 33.0 20.4 28.6 31.9 22.7 85.6 41.1 78.9 59.2 31.8 86.1 31.9 48.3 0.2 30.9 35.7 46.2

CRST+ OFR [48] 90.0 56.1 83.3 32.8 24.5 36.6 33.7 25.4 84.9 35.3 81.0 58.3 25.6 84.0 28.7 31.8 27.4 25.8 42.9 47.8
SIM+ OFR [35] 89.8 46.1 85.9 33.5 27.8 36.7 35.0 37.6 84.7 45.4 83.2 56.4 31.5 82.7 43.2 49.9 2.1 33.4 38.7 49.7

CAG-UDA + OFR [42] 91.2 50.3 84.1 37.5 26.9 37.6 26.2 49.3 86.2 37.9 77.4 55.8 37.9 86.2 20.1 43.2 44.1 28.6 36.5 50.4
IAST + OFR [22] 92.5 59.3 84.2 40.7 25.8 27.3 42.8 36.5 82.7 31.6 89.5 61.7 30.3 87.6 41.4 46.7 28.9 33.0 42.4 51.8

DACS + OFR [30] 90.4 40.1 86.6 31.4 40.8 39.2 45.8 53.4 88.6 42.7 89.5 66.1 35.7 85.6 46.7 51.3 0.2 28.7 34.6 52.5
MoDA 91.7 43.2 85.3 31.7 39.6 40.5 44.3 54.8 89.7 41.8 90.4 68.5 41.4 87.9 48.1 56.7 11.8 35.3 39.6 54.9

Backbone: Transformer
HRDA [12] 97.1 74.5 90.8 62.2 51.0 58.2 63.4 70.5 92.0 48.3 94.6 78.8 53.1 94.5 83.6 84.9 76.8 64.3 65.7 73.9

HRDA + MoDA 97.3 74.4 91.4 61.4 51.4 59.2 64.1 70.0 91.0 49.5 95.9 80.1 57.1 95.1 83.1 89.4 77.5 72.0 68.8 75.2

Table 2. Ablation study on the components of MoDA: object dis-
covery module (ODM) and semantic mining module (SMM).

Configuration Warm-up SMM ODM mIoU Gap
Only Warm-up ✓ 45.9 -3.2

w/o Semantic Mining ✓ ✓ 45.9 -3.2
w/o Object Discovery ✓ ✓ 46.7 -2.4

Full Framework (MoDA) ✓ ✓ ✓ 49.1 -

are shown in Table 1. MoDA outperforms the baseline
DACS+OFR, which shows that object motion is stronger
guidance for domain adaptation compared with optical
flow information. Specifically, MoDA outperforms DA-
VSN and TPS, indicating that self-supervised object motion
from unlabeled video sequences are important information
to be considered in video domain adaptation setting. We
provide qualitative examples of MoDA and the baseline
DACS+OFR in Fig. 7. We also visualize examples of
object motion maps learned from the motion network as
cues to refine target pseudo labels in Fig. 8.

Domain Adaptive Image Segmentation. We include
existing ResNet-101 based approaches for comparison:
AdaptSegNet [31], AdvEnt [32], IntraDA [25], SIM [35],
CRST [48], CAG-UDA [42], IAST [22], DACS [30], and
HRDA [12]. We evaluate the performance of MoDA in
Table 1 (GTA5 → Cityscapes-Seq). To make a fair com-
parison, all the domain adaptive image segmentation base-

lines are optimized with optical flow regularization (LOFR
in Eq. 13). Experimental results on Table 1 demonstrate that
MoDA outperforms existing domain adaptive image seg-
mentation methods with optical flow regularization. This
is to show that the object motion information is a strong
guidance for domain adaptation compared with optical
flow information. We also combine MoDA with current
state-of-the-art approaches and the results are showing with
+MoDA. For example, the results of HRDA+MoDA are ob-
tained by using HRDA [12] as the warm-up stage to gener-
ate target pseudo labels and refine these pseudo labels with
MoDA. This is to show that MoDA complements existing
state-of-the-art UDA approach.

5.3. Ablation Study

Optical Flow Regularization. We provide an ablation
study using object motion as guidance in comparison with
the optical flow regularization. We show the evaluation of
VIPER→Cityscapes-Seq in Table 3. DACS+OFR achieves
46.1% of mIoU by using optical flow regularization
(OFR) which is 0.2% higher than the DACS model [30].
MoDA produces 49.1% of mIoU which is higher than
DACS+OFR. This is to show that object motion functions
as a stronger guidance compared with optical flow.

Different Components in MoDA. We conduct an ablation
study on the effectiveness of the object discovery module
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Figure 7. Comparison of the qualitative results generated
from MoDA and the baseline model on VIPER→Cityscapes-Seq
benchmark.

Table 3. We compare object motion with optical flow regulariza-
tion after the same warm-up on VIPER→Cityscapes-Seq bench-
mark. MoDA adopts DACS as the warm-up step and utilizes ob-
ject motion as cues to refine target pseudo labels. DACS+OFR
uses DACS as the warm-up step and applies optical flow regular-
ization. This is to show that object motion functions as a stronger
guidance compared with optical flow.

Configuration LS
ce LT

ce LMoDA LOFR mIoU Gain
DACS [30] ✓ ✓ 45.9 -

DACS + OFR ✓ ✓ ✓ 46.1 +0.2
MoDA ✓ ✓ ✓ 49.1 +3.2

Figure 8. MoDA utilizes the object motion as cues to guide do-
main adaptation for segmentation task. MoDA outperforms the
baseline model DACS + OFR [30] which adopts the optical flow
regularization. This is to show that the object motion information
is a strong cue to guide adaptation compared with optical flow in-
formation.

(ODM) and semantic mining module (SMM) in Table 2.
On VIPER→Cityscapes-Seq benchmark, by only using
the warm-up step (without using ODM or SMM), we get
the score 45.9% of mIoU. On the other hand, utilizing
the warm-up along with SMM (without using ODM),
MoDA experienced a significant performance drop to
46.7% of mIoU. It is caused by two reasons: 1) The
instance-level motion masks are not accurate to be used
as the object masks in the semantic mining module; 2)
Some instance-level motion masks contain multiple moving
objects bounded together such as a motorcycle with a rider.

Figure 9. MoDA utilizes object motion information as guidance
for domain adaptation. It is effective both for the moving and the
static objects, such as the parked vehicle in the yellow box.

Table 4. The ablation study on the hyperparameter λ for weighting
in semantic mining module.

λ 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
mIoU 45.9 52.9 53.4 54.1 49.1 49.1 49.1 49.1

What happens to the potentially movable, but static
objects (e.g., parked cars, standing persons)? First of
all, the overall training pipeline of our approach does not
harm static objects like parked cars or standing pedestrians
during the domain transfer. Since MoDA uses motion-
guided object masks to update the noisy predictions of the
pseudo labels, the performance on static objects will also be
upgraded by updating the segmentation net with these new
pseudo labels. As an example in Fig. 9, MoDA generates
more accurate predictions on the parked vehicle that is not
moving in comparison with the baseline DACS+OFR [30].

Hyperparameter λ. We conduct an ablation study on the
hyperparameter λ in semantic mining module(Eq. 10). We
present different values of λ for the final performance in
GTA5→Cityscapes-Seq in Table 4. The bigger value of
λ puts more weight on semantic mining to update target
pseudo labels. Our ablation results indicate that MoDA
reaches the best performance when λ reaches 0.8. Addi-
tionally, it shows that MoDA’s performance is insensitive
to the hyperparameter λ value when it is greater than 0.8.

6. Conclusion

This paper proposed a novel motion-guide domain adaption
method, namely MoDA for the semantic segmentation
task. MoDA utilizes the self-supervised object motion as
cues to guide cross-domain alignment for segmentation
task. MoDA consists of two modules namely, object
discovery and semantic mining, to refine target pseudo
labels. These refined pseudo labels are used in the self-
training loop to bridge the cross-domain gap. On domain
adaptive image and video segmentation experiments
MoDA shows the effectiveness utilizing object motion
as guidance for domain alignment compared with optical
flow information. Moreover, MoDA is versatile as it
complements existing state-of-the-art UDA approaches.
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