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1. Contents of the supplementary materials S —
In the supplementary material, we provide detailed de- 75 o Sladw
scription of dataset splits, further experimental results, in- e
cluding: RN
70 ~
1. In Table 1, we provide the dataset splits for the GCD oy “0-..““
settings for PACS [3], OfficeHome [7], DomainNet g 51 o e
[4], CIFAR-10 [2], CIFAR-100 and ImageNet-100 [1] £ N, Bt S !
datasets. 60 AN
Table 1. The dataset splits (labeled and unlabeled) for the AD- \\_‘
GCD and within-domain GCD experiments. 551 ‘¥ _______
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Dataset Vel |Dc| \Vul  |Dul ; '
PACS [7] 4 14K 7 2.4K ' ’ ’ ;umer of Pﬁatche; ’ ’ *
Office-Home [7] 40 7K 65 7.5K
DomainNet [4] 250  365.1K | 345 134.5K Figure 1. Variation of accuracies with the variation in number of
CIFAR-10 [7] 5 12.5K 10 37.5K patches introduced in the masked input image for the OfficeHome
CIFAR-100 [2] 80 20K 100 30K Dataset (Art — Real World).
ImageNet-100 [1] | 50 31.9K 100 95.3K (¢) Sketch — Clip Art

(d) Sketch — Painting
(e) Quickdraw — Real World
(f) Sketch — Quickdraw
(g) Painting — Quickdraw
(h) Painting — Infograph
(i) Real World — Clip Art
In tables, we emphasize our findings using bold text.
Additionally, we highlight cells containing the highest
3. In Tables 2, 3 and 4, we perform experiments for all and second-highest values with shades of and
the combinations on the PACS, OfficeHome and Do- , respectively.
mainNet datasets, respectively. Also, we showcase the
list of combinations used in DomainNet dataset in fol-

lowing manner:
(a) Real world — Sketch [1] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li
(b) Painting — Real World Fei-Fei. Imagenet: A large-scale hierarchical image database.
In 2009 IEEE conference on computer vision and pattern
“Equal Contribution recognition, pages 248-255. leee, 2009. 1

2. In Figure 1, we ablate CDAD-NET by varying the
number of patches in the masked input image on the
OfficeHome Dataset (Art — Real World). We observe
that as the number of masked input patches increases
the classification performance decreases significantly
for A11, 01d and New classes.
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Table 2. Detailed comparison of our proposed CDAD-NET on AD-GCD with respect to the referred literature for the PACS dataset

PACS
Method Photo — Cartoon Art Painting — Cartoon  Art Painting — Photo Art Painting — Sketch ~ Cartoon — Art Painting Cartton — Photo
All 0ld New All 0ld New All 0ld New All 0ld New All 0old New ‘ All 0ld New
GCD [6] 56.44 5526 5797 | 4495 5156 3633 | 8297 9890 69.66 | 38.50 4240 27.88 | 50.65 61.60 37.86 79.66 93.06 68.49
SimGCD [¢] 3421 43.03 22.69 | 40.36 4496 3439 | 5806 72.6 4592 | 4034 469 2236 | 4435 7583 7.60 | 47.02 8355 16.59
GCD+OSDA [5] 5290 5825 4593 | 52.63 54.09 50.72 | 7533 972 57.04 | 4286 4224 4453 5254 64.64 3843 | 6631 87.83 4838
SimGCD+OSDA [5] | 34.13 44.85 20.16 | 20.03 34.09 11.68 | 5599 73.10 41.70 | 35.10 31.34 4532 ‘ 4431 7096 1320 | 4497 60.15 32.30
CDAD-NET 69.03 6345 7630 | 70.82 68.65 73.65 | 99.40 99.60 99.23 | 52.05 52.38 51.14 92.09 89.03 95.66 99.28 99.34 99.23
PACS
Method Cartoon — Sketch Photo — Art Painting Photo — Sketch Sketch — Art Painting Sketch — Cartoon Sketch — Photo
All old New All 0ld New All 0ld New All 0ld New ‘ All 0ld New ‘ All 0ld New
GCD [0] 4138 4242 3858 | 8041 79.61 81.34 | 43.80 40.11 54.10 | 34.07 40.06 27.08 4355 51.69 3293 5490 58.01 52.32
SimGCD [¢] 42775 5142 19.15 | 49.62 8726 5.69 | 3086 37.68 1231 | 2990 4880 7.97 | 40.14 6844 323 | 3620 29.24 42.00
GCD+OSDA [5] 4393 4514 40.64 | 6090 75.68 43.81 | 3470 3342 3818 | 3427 32.01 3690 | 38.76 40.19 3690 | 4551 3592 53.50
SimGCD+OSDA [5] | 3549 4031 2237 | 51.51 80.84 17.27 | 2323 1730 39.36 | 24.00 11.51 3858 | 19.96 3443 10.20 | 26.71 11.50 47.65
CDAD-NET 51.74 53.01 4830 | 92.30 90.10 95.60 | 49.66 43.30 56.95 | 90.53 86.67 95.03 72.10 7355 7021 99.34 9947 99.23

Table 3. Detailed comparison of our proposed CDAD-NET on AD-GCD with respect to the referred literature for the OfficeHome dataset

OfficeHome
Method Real World — Clipart ~ Product — Real World Art — Clipart Art — Product Art — Real World Clipart — Art
All 0ld New All old New All 0old New All 0ld New All 0old New All 0ld New
GCD [6] 2649 3947 2838 | 6242 7732 60.87 | 27.01 39.94 2896 | 64.04 7232 62.04 | 6493 7598 58.86 | 52.25 62.19 44.75
SimGCD [¢] 40.22 4833 46.12 | 6747 8432 37.80 | 41.57 4923 47.19 | 59.78 75.00 58.69 | 75.89 86.55 60.37 | 57.10 66.79 49.93
GCD+OSDA [5] 4454 52.08 40.18 | 70.51 89.44 59.02 | 4621 5324 4438 | 73.76 81.88 68.73 | 7555 8742 6529 | 61.88 7226 48.90
SimGCD+OSDA [5] | 53.16 56.63 48.73 | 3831 9329 77.70 | 53.96 5723 4986 | 72.71 81.57 5572 | 77.62 9377 71.09 | 71.09 78.58 49.39
CDAD-NET 49.52 6244 4291 | 83.28 95.64 75.64 | 4846 60.10 44.01 | 83.05 92.58 81.74 | 83.03 95.69 76.70 | 66.25 76.59 62.22
OfficeHome
Method Clipart — Product Clipart — Real World Product — Art Product — Clipart Real World — Art Real World — Clipart
All 0ld New All 0ld New All 0ld New All 0ld New All 0ld New All 0ld New
GCD [6] 63.26 7272 59.08 | 62.07 74.09 67.86 | 53.92 6272 49.00 | 29.28 37.73 27.78 | 5540 66.08 46.22 | 30.55 3947 28.27
SimGCD [¢] 57.03 72.65 47.50 | 60.81 7895 7042 | 60.84 69.57 45.64 | 3922 43.12 5098 | 67.62 8131 50.88 | 4049 46.51 38.81
GCD+OSDA [5] 70.69 79.25 6493 | 69.18 75.68 7729 | 6539 75.17 5379 | 4348 51.26 4042 | 77.45 8393 53.71 | 45.14 5343 41.21
SimGCD+OSDA [5] | 69.35 79.03 60.84 | 71.99 7932 7030 | 7420 81.57 62.77 | 52.85 5475 61.05 | 86.03 89.47 63.88 | 53.1 56.31 49.11
CDAD-NET 8296 91.47 85.09 | 80.51 84.86 83.14 | 69.10 79.85 64.11 | 4349 5554 39.05 | 7823 8537 61.82 | 48.62 61.27 4248

Table 4. Detailed comparison of our proposed CDAD-NET on AD-GCD with respect to the referred literature for the DomainNet dataset

DomainNet
Method Real World — Sketch ~ Painting — Real World Sketch — Clipart Sketch — Painting Quickdraw — Real World
All 0ld New All 0ld New All 0ld New All 0ld New All 0ld New
GCD [0] 26.17 34.09 22.65 | 3521 3994 2727 | 2521 3994 1127 | 44.44 48.67 3052 | 29.30 3598 22.17
SimGCD [§] 29.93 4270 25.60 | 36.97 4898 3247 | 29.69 4498 17.89 | 46.71 4857 36.12 | 31.62 39.44 26.88
GCD+OSDA [5] 4571 50.60 38.39 | 3936 41.66 3470 | 32.74 47.66 19.80 | 583.15 58.29 52.15 | 35.38 45.84 29.71
SimGCD+OSDA [5] | 48.16 5032 4546 | 41.34 4201 36.80 | 3597 4934 2156 60.72 65.68 5842 39.63 47.88 32.79
CDAD-NET 58.07 63.51 55.79 | 4574 42.15 38.56 | 39.68 51.15 27.64 7342 7649 67.70 4340 51.28 38.34
DomainNet
Method Sketch — Quickdraw  Painting — Quickdraw  Painting — Infograph Real World — Clipart
All 0ld New All 0ld New All 0ld New All 0ld New
GCD [6] 2635 3219 19.64 | 2736 3272 17.39 | 16.17 24.09 12.65 | 35.62 3949 31.79
SimGCD [§] 2422 3839 21.44 | 24.15 3541 19.56 | 2093 2270 15.60 | 39.21 4594 41.27
GCD+O0OSDA [5] 2941 40.83 2532 | 47.67 60.22 4435 | 1871 20.60 13.39 | 45.74 53.67 35.68
SimGCD+OSDA [5] | 35.10 46.97 37.09 | 42.14 4336 36.54 | 16.00 2032 946 4797 5334 4556
CDAD-NET 57.23 5258 46.83 | 52.49 54.48 48.79 | 26.07 29.51 15.79 60.28 67.15 58.42
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