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Appendix
In the appendix, we provide the detailed configurations of
our experiments and elaborate with more visualizations that
are supplementary for our main text, specifically:

• Section 1 “Implementation Details”: implementation
details and configuration settings for unsupervised pre-
training and supervised classification.

• Section 2 “More Visualizations”: additional recon-
struction examples on various datasets.

• Section 3 “Pseudocode”: a PyTorch-like pseudocode
for our detailed procedure of the proposed framework.

1. Implementation Details in Self-supervised
Pre-training, Finetuning, and Linear Eval-
uation

ViT architecture. In our non-ImageNet datasets, we adopt
smaller ViT backbones that generally follow [2]. The cen-
tral implementation of linear separation happens between
the MAE encoder and decoder, with a linear projection layer
for each branch of reconstruction. A shared decoder is used
to reconstruct both images. A qualitative evaluation of dif-
ferent ViT sizes on Tiny-ImageNet is displayed in Fig. 1.
The perceptive difference is not large, and generally, ViT-
small/tiny are sufficient for non-ImageNet datasets.
Pre-training. The default setting for pre-training is listed
in Tab. 1. On ImageNet-1K, we strictly use MAE’s specifi-
cations. For better classification performance, we use nor-
malized pixels [1] and a masking ratio of 0.75. For better
visual reconstructions, we use a lower masking ratio of 0.5
without normalizing target pixels. In CIFAR-10/100, and
Tiny-ImageNet, reconstruct ordinary pixels.
Semantics-enhanced sampling. The default settings for
our semantics-enhanced mixtures are listed in Tab. 2. We
modified the dataloader to mix, within a mini-batch, r per-
cent of samples that have homogenous classes and 1 − r
percent that have different ones.
Classification. For the classification task, we provide the
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detailed settings of our finetuning process in Tab. 3 and lin-
ear evaluation process in Tab. 4.

Algorithm 1: PyTorch-style pseudocode for dual
reconstruction targets on i-MAE.
# α: mixture ratio alpha
# b = hyperparameter for the Beta
Distribution

# c = coefficient for balancing
distillation loss and reconstruction loss

# Ei, Em: i-MAE encoder, vanilla encoder
for distillation

# Di: i-MAE decoder
# F1, F2: linear decomposition layer 1, 2
def forward(img):

a = random.beta(b, b)
x1, x2 = img, perm(img) # Perm can be
random permutation for inner batch mix,
or semantics-enhanced sampling

mix = α * x1 + (1-α) * x2
# subordinate and dominant image
x1, x2 = x1, x2 if α < 0.5 else x2, x1
w1, w2 = Em(x1), Em(x2)
z1, z2 = F1(Ei(mix)), F2(Ei(mix))

loss = c * distill(w1,w2,z1,z2) +
recon(z1, z2, x1, x2)

return loss

def distill(w1, w2, z1, z2):
loss = l2 loss(z1, x1)
loss += l2 loss(z2, x2)
return loss

# Di: i-MAE decoder
# norm pix: normalization function on pixel
of each masked patch as the target

def recon(z1, z2, x1, x2):
t1, t2 = norm pix(x1), norm pix(x2)
p1, p2 = Di(z1), Di(z2)
loss = MSE(p1, t1) + MSE(p2, t2)
return loss

2. More Visualizations
We provide extra examples of pre-trained i-MAE recon-
structing only the subordinate image. Fig. 2 are visualiza-
tions on CIFAR-100 at mix ratios from 0.1 to 0.45, in 0.05

https://github.com/VILA-Lab/i-mae


Figure 1. Different ViT backbones (tiny, small, and base) on Tiny-
ImageNet. Reconstruction quality is moderately improved when a
larger backbone is used.

Figure 2. CIFAR-100 subordinate reconstruction of different ra-
tios marked on the left and right side. Similarly, reconstructions at
0.45 are confused with the dominant image.

Figure 3. Uncurated reconstructions of CIFAR-100 validation im-
ages using semantics-enhanced mixture from 0.0 (topmost) to 1.0
(bottom), in 0.1 intervals.

steps. As depicted in Fig. 6 and Fig. 7, we produce finer
ranges of reconstructions from 0.05 to 0.45. In most cases,
mixture rates above 0.4 tend to show features of the domi-
nant image. This observation demonstrates that a low mix-
ture rate can better embed important information separating
the subordinate image.

3. PyTorch Styled Pseudocode

The pseudocode of our mixture and subordinate reconstruc-
tion approach is shown in Algorithm 1. In our full-fledged

Figure 4. Uncurated Tiny-ImageNet reconstructions of different
mix ratio, from 0.05 to 0.45, subordinate images.

Figure 5. Visual reconstructions of Tiny-ImageNet validation im-
ages using semantics-enhanced mixture pre-trained i-MAE.

i-MAE, we employ two distillation losses for two linear
separation branches. “x2” is sampled by a permutation
within a mini-batch. Alternatively, we can also employ the
semantics-enhanced sampling scheme for it to create r per-
cent of samples from the same class.
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Config CIFAR-10/100 Tiny-ImageNet ImageNet-1K
base learning rate 1.5e-4 1.5e-4 1e-3

batch size 4,096 4,096 4,096
Mask Ratio 0.75 0.75 0.5
optimizer AdamW AdamW AdamW

optimizer momentum 0.9, 0.95 0.9, 0.95 0.9, 0.95
augmentation None RandomResizedCrop RandomResizedCrop

Table 1. Self-supervised pre-training configurations on CIFAR-10/100, Tiny-ImageNet, ImageNet-1K. For better visualizations, we use a
0.5 mask ratio on ImageNet.

Config CIFAR-10/100 Tiny-ImageNet
Object mix range 0.0, 0.25, 0.5, 1.0 0.0, 0.25, 0.5, 1.0
Image mix ratio Beta(1.0, 1.0) Beta(1.0, 1.0)

base learning rate 1.5e-4 3.5e-4
batch size 4,096 4,096

Mask Ratio 0.75 0.75
optimizer AdamW AdamW

optimizer momentum 0.9, 0.95 0.9, 0.95
augmentation None RandomResizedCrop

Table 2. Pre-training Configurations of with the semantics-enhanced mixture scheme.

Config CIFAR-10/100 Tiny-ImageNet ImageNet-1K
Object mix range 0.0 - 1.0 0.0 - 1.0 0.0, 0.25, 0.5, 1.0
Image mix ratio Beta(1.0, 1.0) Beta(1.0, 1.0) 0.8

base learning rate 1e-3 1e-3 1e-3
batch size 128 256 1,024

epochs 100 100 25
optimizer AdamW AdamW AdamW

optimizer momentum 0.9, 0.999 0.9, 0.999 0.9, 0.999
augmentation Mixup Mixup, RandomResizedCrop Mixup, RandomResizedCrop

Table 3. Finetune Classification Configurations.

Config CIFAR-10/100 Tiny-ImageNet ImageNet-1K
Object mix range 0.0 - 1.0 0.0 - 1.0 0.0, 0.25, 0.5, 1.0
Image mix ratio 0.35 0.35 0.35

base learning rate 1e-2 1e-2 1e-2
batch size 128 256 1,024

epochs 200 200 25
optimizer SGD SGD SGD

optimizer momentum 0.9, 0.999 0.9, 0.999 0.9, 0.999
augmentation None RandomResizedCrop RandomResizedCrop

Table 4. Linear Classification Configurations.
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Figure 6. More reconstructions results of i-MAE on ImageNet-1K
validation images with different mixing coefficients α (listed on
the left), 0.5 mask ratio, and with distillation. Visual results are
the subordinate reconstructions.
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Figure 7. More reconstructions results of i-MAE on ImageNet-1K
validation images with different mixing coefficients α (listed on
the left), 0.5 mask ratio, and with distillation loss. Visual results
are the subordinate reconstructions.
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