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Abstract

A deep-rooted strategy for building convolutional neural

networks in computer vision is to increase the number of fil-

ters every time the feature map resolution is decreased. The

notion ruling this pyramidal design is that the expressivity

of the network increases with a higher number of filters to

compensate for losses caused for lower resolutions. This

paper challenges the practice by testing a set of variate

distribution of filters, named filter templates, on popular

CNN architectures (VGG, ResNet, MobileNet and Mnas-

Net). The experimental results show that the superiority

of the pyramidal design holds on the ImageNet dataset but

fails for other datasets such as MNIST, CIFAR and Tiny-

ImageNet, and for other tasks such as audio classification.

CNN models with different filter distributions deliver higher

accuracy with reduced resource consumption suggesting the

pyramidal design has been optimised to Imagenet and that

each model-dataset pair benefits from tuning the number

and distribution of filters. To further illustrate the benefits

of exploring other distributions, this paper shows that the

best performing model from the NASBench101 dataset can

increase its accuracy over the original pyramidal design

with reductions of parameters up to 68 per cent by using tem-

plates. Overall, our experiments point to new opportunities

for model designers to find more efficient models.

1. Introduction

Convolutional Neural Networks (CNNs) have been notably
successful in many domains. However, after all the contin-
uous progress in CNN models, an element in their design
remains almost unchanged. That is, the practice of increas-
ing the number of filters in deeper layers, and essentially
doubling the number of filters when a pooling layer halves
the resolution of the feature map. This pyramidal design is
rooted in the philosophy of deep learning, aiming to build hi-
erarchical representations, reusing simple concepts in lower
levels to form complex higher-level ones [4, 18]. It is gen-

erally believed that a progressive increase in the number of
kernels compensates for a possible loss of the representa-
tion caused by the spatial resolution reduction [31], as well
as improves performance by keeping a constant number of
operations in each layer [7].

This pattern was first proposed in [31] with the introduc-
tion of LeNet and can be observed in a diverse set of models
such as VGG[46], ResNet[23] and MobileNet[25]. Even
models obtained from neural architecture search (NAS), such
as NASNet [58], follow this principle since many automatic
model discovery methods are mainly formulated to search
for layers and connections. Note that all the models explored
use the pyramidal design.

Since LeNet’s emergence in 1998, there has been over-
whelming adoption of the pyramidal filter distribution. It
has been taken for granted that this design is optimal for all
models and datasets, at least in the computer vision domain.
Recently, researchers [13, 44, 49] are looking back to the
uniform distribution of filters from the 1980 Fukushima’s
Neocognitron design [16]. They underline that, by following
a uniform pattern, it is possible to achieve higher perfor-
mance and structure simplicity, making architectures easier
to implement [44, 49] . Our work calls for extending the
search space to other filter distributions that can produce
more efficient models.

To challenge the myth that the pyramidal distribution is of
universal applicability, we evaluate a small set of predefined
distributions, that we call templates. These are straight-
forward linear and piece-wise linear functions that can be
easily implemented in most of the existing classical CNN
and state-of-the-art models. Furthermore, we complement
the definition with a fast method to match the number of
floating point operations (FLOPs) of the original design (or
any other FLOPs budget), allowing for fair comparison of
models.

To use a template, our method takes a base model and
redefines its filter distribution with a new pattern, while
keeping the rest of the model unchanged. The process pre-
serves the number and types of layers, including pooling

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

311



ones. Therefore, feature map resolutions at each level are
those of the original model. Once trained, the new model
requires similar FLOPs.

Templates can easily by applied to a wide range of exist-
ing CNNs excepting few cases. For example, the Pyramid-
Net architecture [22] is designed with zero-padded shortcut
connections within blocks which only allows constant or
incremental distributions of filters.

Experimental evidence shows that simple changes to the
pyramidal distribution of filters can improve accuracy while
reducing the number of parameters and/or memory footprint.
Experiments also highlight that our tested models, although
significantly changed in their original filter distribution, ex-
hibit high resiliency w.r.t. accuracy, a phenomenon that
requires further investigation. This hints to greater freedom
to, for example, choose an appropriate number of channels
given constraints, without significantly sacrificing perfor-
mance.

2. Related Work

The evolution of neural networks has been described in nu-
merous sources e.g. [2, 3, 33, 40, 42, 45]. They usually
describe features extrinsic to network architectures such as
activation and loss functions, parameter optimisation or reg-
ularisation; and architectural innovations, such as multi-path
modules, deeper layers, residual connections and grouped
convolutions [27]. Something that is less covered are the
designers’ arguments for choice of number of filters within
layers. We found that from LeNet [31] almost all subse-
quent convolutional models have been using a pyramidal
filter distribution. As far as we know, besides some limited
exploration experiments performed only on ImageNet [41]
with the ZFNet model [55], there is no other justification for
universally adopting this incremental distribution than “to
keep the richness of the representation” [31].

2.1. Recent Architectures With A Uniform Distri
bution of Filters

We note some works have started to revisit one other pop-
ular distribution, the uniform distribution introduced in
Fukushima’s Neocognitron [16]. Examples include: the
Isometric Neural Network (INN) [44], that argues that the
significance of the internal resolution of hidden layers (in-
ternal feature map resolutions) is more crucial than the res-
olution of the input image; the Vision Transformer (ViT)
[13], composed of constant size transformer encoders keep-
ing equal resolution throughout all layers; the Convolutional
Mixer (ConvMixer) [49], with a similar filter distribution
approach adopted resulting in a relatively simple architec-
ture outperforming ViT and ResNet on ImageNet; and the
work in [26] where other distributions of filters other than
the pyramidal are evaluated on image classification tasks.

These works underline that a different distribution, mostly
uniform in these cases, can achieve performance gains and
structure simplicity. Our work calls for extending the search
space to other filter distributions that can produce more effi-
cient models.

2.2. Neural Architecture Search

Modern algorithms for neural architecture search are in-
tended to produce high performing models with minimal
human interaction [14, 57]. One of the biggest challenges
in NAS is the infinite search space. A frequent solution is
to take a subset of the possible values of the elements of
the architecture, such as types of layers, number of filters
and interconnections. Even so, the problem remains com-
plex [8, 15, 24] and many approaches rely on previously
published search spaces [35, 48]. Interestingly, the search
space for most NAS methods is restricted to different sets of
layers and their connections. However, the filter distribution
in each layer follows the pyramidal pattern.

Exceptions are the new methods for channel number
search (CNS) designed to automatically find the best number
of filters for each layer in a neural network [19, 32]. Yet,
most of the architectures used as base models to initialise
the automatic search in CNS methods share the practice
of increasing filters [5, 12, 51, 54] resembling the LeNet
design[31].

3. Defining a Set of Filter Distribution Tem-

plates

To define the set of templates to investigate filter distribu-
tion effects, we are inspired by findings of PyramidNet [22]
that presents two variations to the incremental pattern that
increase accuracy in a modified ResNet architecture. The au-
thors propose to use multiplicative and additive increases in
the number of filters making the transitions of feature maps
dimensions between layers smoother than in the original
pattern. This is motivated by the harmful effects of sharply
increasing filters between blocks, a phenomenon that has
only been studied in residual networks. However, we have
found that the effect extends to plain architectures too. Thus,
to define our templates, we chose to use the additive pat-
tern, the most successful of the two, and gradually change
the number of channels across the architecture with linear
segments.

We selected as the first template, one with the same incre-
mental distribution but with a smooth step (a) (see Figure
1right). The second template is a distribution with a con-
stant number of filters (b) as in the original Neocognitron.
Another immediate option, contrary to the increasing dis-
tribution, is a decreasing distribution of filters (c). Finally,
inspired by the distributions of blocks from the resulting
ResNet101 and VGG models found in [19] and [30, 53], we
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Figure 1. The pyramidal pattern of increasing filters per layer is widely adopted in convolutional models (left). We propose to apply a
small set of templates to an existing model to change its filter distribution (right). After being trained from scratch, resulting models are
competitive in accuracy compared to the original model, however, they require less computational resources.

define a template in which filters agglomerate in the centre,
increasing the internal resolution (d) and, on the contrary,
where filters are reduced in the centre of the model (e).

One first approach to implementing a change of filters
in a model is to keep the original number of filters in the
resulting model and redistribute them differently across its
layers. Nevertheless, final models end up with different
resource demands and therefore making a fair comparison
is problematic. Parameters, FLOPs and inference time have
been used as a proxy for comparing models with different
designs [6]. We believed that using one metric is insufficient
for a fair comparison. As an example, for processing the
CIFAR datasets, our implementations of VGG and ResNet
count an approximate number of parameters (20.03 million
versus 23.52 million, respectively), but ResNet’s FLOPs
(1307 MFLOPs) are more than three times VGG ones (399
MFLOPs). To facilitate comparisons, we match one metric
while comparing the other. In particular, we fix models
obtained from templates to match the number of FLOPs of
the original distribution and then compare a second metric
such as parameters, memory footprint or inference time.

In a more formal way, we define a convolutional neu-
ral network base model as a set of numbered layers L =
1, ..., D + 1, each with fl filters in layer l. D + 1 is the final
classification layer whose size is given by the task. The or-
dered set of all filters in the model is F1:D = {f1, . . . , fD}
and the total number of FLOPs, the resource to be matched
between templates, is given by some function R(F1:D). We
want to find a new distribution of filters F ′

1:D
in which

R(F1:D) ≈ R(F ′

1:D) (1)

and to test if the common heuristic of distributing F1:D

having fl+1 = 2fl each time the feature map is halved,
is advantageous to the model over F ′

1:D
when evaluating

performance, memory footprint and inference time.

Our templates are defined as simple linear segments, or a
combination of them, in which min(F ′

1:D
) = min(F1:D) =

nmin and max(F ′

1:D
) = n ∈ N satisfying constrain (1).

3.1. Similar FLOPs Optimisation

CNS methods aim to find individual values for the number
of filters in each layer, and thus, exploration space becomes
huge. For our method, the optimisation of the values is eased
by the constrain in (1) and the way the templates are defined.
Given that they are built with linear segments, only two
natural numbers are required to compute the number of filters
in each layer. One is fixed (nmin), and it is found by taking
the lower number of filters generally in the first hidden layer
of the original model. To find the second (n), we rely on the
monotonic relationship between n and the model’s FLOPs,
valid for all templates. We use a simple binary search starting
with the maximum number of filters in the original model
and then reducing or increasing the value of n depending if
the modified model has more or less FLOPs than the original.
For obtaining the number of filters in intermediate layers in
each linear segment, we round the evaluation of the linear
equation produced by nmin and n according to the layer
position within the segment. The only particular change in
the method is made when using a template with a uniform
pattern, in which case we make nmin = n. The whole
procedure is performed before training, carrying minimal
computational costs for redefining the model and estimating
the new FLOPs value. We provide a precise value of filters
for each layer of all models and templates tested in this work
in Tables 7, 8, 9 and 10 of the appendix.

4. Templates on Image Classification

We investigated the effects of applying different templates
to the distribution of filters in well known CNNs. We high-
light that the resulting models produced from templates have
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similar FLOPs to the original model from which they are
obtained.

4.1. Datasets and Models

We selected MNIST, FashionMNIST, CIFAR-10, CIFAR-
100 [28], CINIC-10 [10], Tiny-Imagenet [29], and ImageNet
[41]. Apart from the latter, these are datasets with diverse
number of samples and classes allowing fast training. The
first four datasets contain sets of 50,000 and 10,000 samples
for train and validation, respectively. MNIST and Fashion-
MNIST contain 28 x 28 grayscale images divided into 10
classes each. CIFAR datasets have associated labels from 10
and 100 classes and colour images with a resolution of 32x32.
CINIC-10 contains 90,000 images in each, the training and
validation sets with the same resolution and classes as the
CIFAR-10 dataset. ImageNet is a 1000-class dataset with
more than one million variable-size images. Tiny-Imagenet
is a reduced version of the original Imagenet dataset with
only 200 classes and images with a resolution of 64 x 64
pixels.

We evaluated VGG[46] and ResNet[23] models, which
represent some of the most influential CNN architectures
on the ImageNet challenge in previous years [9, 41] as
well as MobileNetV2[43], one highly optimised model, and
MnasNet[48], an automatically produced architecture from
a NAS method.

4.2. Implementation Details

Experiments have models fed with images with the standard
augmentation techniques of padding, random cropping and
horizontal flipping and excepting ImageNet, with cutout [11]
using one patch of 16 x 16 pixels. Our experiments were
run in an NVidia Titan X Pascal 12GB GPU adjusting the
batch size to 64 for TinyImagenet and 256 for the rest of
the datasets. For ImageNet we utilised one node with two
NVidia P100 GPUs.

Models on MNIST-like datasets were trained for 150
epochs using stochastic gradient descent (SGD) with a sched-
uled learning rate of 0.01 decreased with gamma 0.2 at
epochs 75 and 110; weight decay of 1e-5 and momentum of
0.9. For CIFAR and CINIC-10, models were trained for 200
epochs using the same conditions: SGD with a learning rate
of 0.1 scheduled with gamma 0.2 at epochs 60, 120 and 160;
weight decay of 1e-5 and momentum of 0.9. For ImageNet
and TinyImagenet, models were trained for 90 epochs using
SGD with a scheduled learning rate of 0.1 decreased with
gamma 0.1 at epochs 45, 70 and 85; weight decay of 1e-1
and momentum of 0.9.

4.3. Effects of Templates on Classical Models

Table 1 shows properties of resulting models for each archi-
tecture after using templates. Parameters, memory footprint

and inference time are reduced in almost all cases. These re-
sults already show the effect of different distributions despite
the template patterns were selected following simplicity and
diversity but not focused on efficiency.

In particular, for the classical models, we observe in-
creases in accuracy up to 2.11 percent points over the VGG
base model primarily obtained with template d. Reductions
of 90% in parameters, 79% in memory usage and 22% in
inference time are produced by using template c while ac-
curacy is still slightly superior on all datasets. The fastest
model with a reduction of 24% in inference time is reached
with template b.

The behaviour for ResNet differs from that of VGG in
some aspects. The impact on resource consumption is lower.
Template c shows savings of 85% in parameters, 30% in
memory usage and almost 20% in inference time. The high-
est accuracies are obtained in half of the datasets by template
a. The smallest model in memory is obtained with template
d reaching maximum accuracy in CIFAR datasets with 32%
less memory.

We also note a pattern behaviour related to each template.
Accuracy improves in many datasets with templates a and
d. Template b emerges as a good trade off between resource
consumption and accuracy and templates c and e give the
biggest reduction in resources by sacrificing some accuracy.
We provide plots of our experiments with classical models
in Figure 3 of the appendix.

4.4. Effects of Templates on Optimised Models

MobileNet and MnasNet architectures were optimised to
perform well on mobile devices focusing on obtaining high
accuracy and low inference time. The former was optimised
by experts and the latter was optimised through a neural
architecture search method. We show resource demands of
both base models and their modifications produced by tem-
plates in Table 1. Although it is expected that the margin of
improvement on these highly optimised models be consid-
erably lower, we found that templates can reduce resource
demands up to 77% in parameters and 11% in memory foot-
print.

Inference time depends more on the degree the computa-
tional graph allows parallelism. Our method keeps the same
layer distribution and interconnection in the model. Thus,
the computational graph remains similar. We also keep sim-
ilar FLOPs for all the templates in our experiments. We
think the difference in inference time is due to how well the
size and number of feature maps fit the GPU memory. Al-
though MobileNet and MNASNet more optimised, models
with templates reach almost 5% of reduction in inference
time.

We observe that template e produces the biggest savings
in parameters and memory for MobileNet while still surpass-
ing the base accuracy. The highest performance is obtained
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Table 1. Resource consumption on CIFAR-10 for original architectures and resulting models after applying templates. FLOPs remain similar
in comparison to base models.

Param Mem Inference
Template (Millions) (MB) Time (ms)
vgg19 base 20.03 % ↓ 87.0 % ↓ 1.85 % ↓

vgg19 a 17.23 13.9 76.5 12.0 1.85 0.0
vgg19 b 3.17 84.1 23.0 73.5 1.40 24.3

vgg19 c 1.89 90.5 17.8 79.5 1.43 22.7
vgg19 d 8.07 59.7 39.8 54.2 1.46 21.0
vgg19 e 2.06 89.7 17.8 79.5 1.43 22.7

Param Mem Inference
Template (Millions) (MB) Time (ms)
resnet50 base 23.52 % ↓ 185.5 % ↓ 5.35 % ↓

resnet50 a 14.17 39.7 146.8 20.8 4.83 9.7
resnet50 b 4.85 79.3 132.1 28.7 4.29 19.8

resnet50 c 3.48 85.2 128.9 30.5 4.30 19.6
resnet50 d 8.36 64.4 125.8 32.1 4.32 19.2
resnet50 e 3.68 84.3 132.1 28.7 4.34 18.8

Param Mem Inference
Template (Millions) (MB) Time (ms)
mobilenet base 2.23 % ↓ 28.3 % ↓ 3.81 % ↓

mobilenet a 1.42 36.3 27.2 3.8 3.86 -1.3
mobilenet b 0.80 64.1 28.3 0.0 3.91 -2.6
mobilenet c 0.59 73.5 27.2 3.8 3.71 2.6
mobilenet d 1.12 49.7 27.2 3.8 3.68 3.4

mobilenet e 0.51 77.1 25.1 11.3 3.92 -2.8

Param Mem Inference
Template (Millions) (MB) Time (ms)
mnasnet base 3.11 % ↓ 82.8 % ↓ 3.79 % ↓

mnasnet a 1.57 49.5 98.5 -18.9 3.68 2.9
mnasnet b 1.05 66.2 101.7 -22.8 3.85 -1.5
mnasnet c 0.79 74.5 101.7 -22.8 3.82 -0.7
mnasnet d 1.14 63.3 98.5 -18.9 3.61 4.7

mnasnet e 0.93 70.0 100.6 -21.4 3.75 1.0

with templates a and b for this model. For MnasNet, tem-
plate a emerges as the best one regarding accuracy and being
capable of reducing almost 50% of parameters. Moreover,
it shows reductions of 2.9% on model latency despite being
this the main goal used in its NAS method.

We note that both MobileNetV2 and MnasNet perform
best in tiny-Imagenet dataset. We believe this is because
tiny-Imagenet is strongly related to Imagenet, and designs
have been optimised to the latter. However, template a is still
competitive with reductions of 1.5 and 1.8 points in accuracy
but savings up to 36% and 49% in parameters for MobileNet
and MnasNet, respectively, on this specific dataset. We show
plots for these results in Figure 4 of the appendix.

5. Templates on ImageNet with Classical Mod-

els

As expected, results on the ImageNet dataset show the pyra-
midal pattern yields better accuracy in models than templates
(see Table 4). Yet, templates produce models with lower
number of parameters. For example the model obtained
from VGG with template d uses only 29% of the original
parameters sacrificing 4.6 points in accuracy. For ResNet,
template d can produce a model with the accuracy of the
original VGG using 35% of the original ResNet parameters.
With template a, we obtained a model with 38% less param-
eters and a difference of less than one point of accuracy.

For VGG and ResNet, our experiments show that the pyra-
midal filter distributions of both models (and possibly many
other CNNs) are overfitting ImageNet. For other datasets, a
different distribution could make models better in accuracy
and/or more efficient. Benefits of exploring new distribution
are applicable to NAS methods too. We provide and example
and extend this discussion in section 7.

6. Templates on Audio Classification

According to [39], in the absence of a well-established the-
ory to find the optimal design hyperparameters for a CNN
architecture for a specific task (size of kernels, pooling, num-
ber of channels and interconnections with successive layers),
researchers have mostly opted to experimentally select the
best performing model from a range of, usually alike, alter-
natives. While this statement is made for the field of audio
processing, we agree that it is true for many of the other
domains of deep learning architecture design.

We have found in audio processing architectures, as well
in computer vision, that many complex models are not devel-
oped from scratch. They use classic architectures as a back-
bone, being ResNet one of the most popular [20]. So, we
decided to test out templates using the well known ResNet50
architecture, adapting only the number of filters according to
the new definition of templates and the final dense layer to
adjust the output as required for the dataset to be evaluated.

Raw audio samples come from a one-dimensional signal
indexed in time [39]. Nevertheless, they are often translated
into two-dimensional time-frequency representations, such
as mel-frequency cepstral coefficients (MFCCs), which is
the standard representation used for audio data processing
[17, 36, 56]. MFCC spectrograms, unlike images in com-
puter vision applications, do not represent an instant in time.
Instead, they are built taking constant-length segments from
the raw audio signal. Yet, the resulting representation can
be interpreted as a single image and processed using classic
convolutional neural networks [21].

6.1. Audio Datasets

The GTZAN dataset [50] is used for for music genre recog-
nition (MGR) [47]. GTZAN contains 1000 music clips with
a duration of 30 seconds each. The clips, sampled at a rate
of 22.5kHz, are grouped into 10 distinct genre classes. The
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Table 2. VGG19 and ResNet50 performances with the original distribution of filters and five templates evaluated on six datasets. Flops
are kept to similar values between templates of same models (399 MFLOPs for VGG19 and 1307 MFLOPs for ResNet50). After filter
redistribution, most models surpass the base accuracy with less resources. Results show average of three repetitions.

tiny
Template mnist fashionmnist cifar10 cifar100 cinic10 imagenet
vgg19 base 99.769 ± 0.011 95.47 ± 0.05 94.90 ± 0.10 73.91 ± 0.08 85.79 ± 0.10 57.34 ± 0.30
vgg19 a 99.772 ± 0.019 95.59 ± 0.16 95.03 ± 0.26 74.47 ± 0.10 86.13 ± 0.14 57.21 ± 0.56
vgg19 b 99.779 ± 0.005 95.51 ± 0.03 95.01 ± 0.10 73.34 ± 0.24 86.37 ± 0.02 56.88 ± 0.31
vgg19 c 99.775 ± 0.024 95.28 ± 0.06 95.04 ± 0.19 72.27 ± 0.35 86.15 ± 0.09 54.50 ± 0.24
vgg19 d 99.779 ± 0.040 95.65 ± 0.09 95.21 ± 0.08 74.64 ± 0.13 86.49 ± 0.05 59.45 ± 0.18

vgg19 e 99.789 ± 0.024 95.33 ± 0.17 94.75 ± 0.07 71.13 ± 0.28 85.85 ± 0.03 54.26 ± 0.35
resnet50 base 99.772 ± 0.009 95.58 ± 0.10 95.91 ± 0.29 78.31 ± 0.54 88.78 ± 0.93 65.57 ± 0.47
resnet50 a 99.766 ± 0.022 95.66 ± 0.16 96.10± 0.07 79.00 ± 0.05 89.60 ± 0.05 66.06 ± 0.53

resnet50 b 99.762 ± 0.019 95.48 ± 0.13 96.07 ± 0.08 78.91 ± 0.08 89.36 ± 0.09 65.01 ± 0.43
resnet50 c 99.779 ± 0.037 95.41 ± 0.08 96.13 ± 0.20 77.92 ± 0.18 89.27 ± 0.15 64.07 ± 0.17
resnet50 d 99.775 ± 0.022 95.61 ± 0.08 96.20 ± 0.11 79.43 ± 0.24 89.30 ± 0.29 65.59 ± 0.39
resnet50 e 99.749 ± 0.030 95.41 ± 0.07 95.79 ± 0.03 77.99 ± 0.48 89.15 ± 0.02 64.49 ± 0.57

Table 3. MobileNetV2 and MnasNet performances with the original distribution of filters and five templates evaluated on six datasets. Flops
are kept to similar values between templates of same models (68 MFLOPs for MobileNetV2 and 314 MFLOPs for MnasNet on CIFAR10).
Despite both original architectures have been highly optimised, most resulting models from applying templates surpass the base accuracy.
Results show average of three repetitions.

tiny
Template mnist fashionmnist cifar10 cifar100 cinic10 imagenet
mobilenetV2 base 99.726 ± 0.024 94.38 ± 0.04 93.37 ± 0.10 72.62 ± 0.03 82.19 ± 0.04 61.47 ± 0.39

mobilenetV2 a 99.772 ± 0.019 94.69 ± 0.14 93.69 ± 0.20 73.31 ± 0.39 82.83 ± 0.04 58.98 ± 2.11
mobilenetV2 b 99.752 ± 0.019 94.85 ± 0.11 94.26 ± 0.15 73.27 ± 0.31 83.85 ± 0.17 55.40 ± 2.62
mobilenetV2 c 99.772 ± 0.026 94.72 ± 0.11 93.54 ± 0.20 67.96 ± 0.40 83.03 ± 0.10 41.73 ± 5.04
mobilenetV2 d 99.752 ± 0.009 94.57 ± 0.04 93.57 ± 0.11 68.92 ± 0.11 82.33 ± 0.21 45.02 ± 5.75
mobilenetV2 e 99.756 ± 0.020 94.66 ± 0.22 93.82 ± 0.18 70.18 ± 0.31 83.20 ± 0.10 52.61 ± 1.86
mnasnet base 99.736 ± 0.005 95.17 ± 0.07 94.92 ± 0.07 76.46 ± 0.30 86.25 ± 0.07 61.78 ± 0.27

mnasnet a 99.756 ± 0.015 95.52 ± 0.07 95.62 ± 0.17 76.73 ± 0.48 87.28 ± 0.09 59.02 ± 0.62
mnasnet b 99.772 ± 0.029 95.34 ± 0.10 95.49 ± 0.10 75.82 ± 0.26 86.94 ± 0.11 56.51 ± 0.31
mnasnet c 99.752 ± 0.017 95.50 ± 0.11 95.23 ± 0.12 74.01 ± 0.50 86.65 ± 0.14 49.12 ± 0.11
mnasnet d 99.746 ± 0.011 95.47 ± 0.06 95.53 ± 0.11 74.96 ± 0.25 86.93 ± 0.12 51.62 ± 0.61
mnasnet e 99.759 ± 0.011 95.48 ± 0.08 95.41 ± 0.08 75.55 ± 0.26 86.88 ± 0.16 57.62 ± 0.29

ESC-50 dataset is designed to provide a benchmark for envi-
ronmental sound classification [38] (laughter, cat meowing,
glass breaking or brushing teeth are some examples of en-
vironmental sounds), a distinct task from speech or music
classification. The ESC-50 dataset consists of 2000 labelled
environmental recordings distributed between 50 classes.
Each instance has a length of 5 seconds sampled at 44.1
kHz.

6.2. Implementation Details

For training, we use the code and hyperparameters provided
by [37], which were found via grid search [34]. Learning rate
and weight decay were set a 0.0001 and 0.001 respectively.
We use a batch size of 32 for ESC-50 and 16 for GTZAN.
The learning rate was decreased by a factor of 10 for every
30 epochs from a total of 70 epochs.

6.3. Results

The results of this experiment are shown in Table 5. They
show the average accuracy of three runs. By using templates

on ResNet50 we can see marginal improvements in accuracy
of 0.96% and 2.14% for GTZAN and ESC-50 over the base
ResNet model compared to the best performing template.
However, when we look at the resource consumption, sav-
ings in memory footprint and inference time reach 15% for
template d while the number of parameters shows a con-
siderable reduction of 65%. We could take template c on
GTZAN and obtain a similar accuracy with only 14.82% of
the original parameters. As in all the experiments performed
in this paper, the different templates use similar FLOPs to
the original ResNet architecture. In this way, we show that
there are no hidden costs of applying our templates other
than the simple step of redistributing neurons and training
our small set.

There is no absolute winner template in this task of audio
classification. Instead, each particular template provides a
compromise of advantages even between datasets.
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Table 4. VGG19 and ResNet50 performances with the original distribution of filters and five templates evaluated on ImageNet. Despite
the pyramidal base pattern reaches the highest accuracy in both models, some other filter distributions show considerable reductions in
parameters.

Templates
Models base a b c d e
VGG19 Acc 72.936 72.804 66.406 62.198 68.248 60.874
(19.6 GFLOPs) Param 143.672 155.523 54.759 35.618 41.798 58.070
ResNet50 Acc 75.309 74.603 70.667 68.425 72.823 69.160
(4.1 GFLOPs) Param 25.557 15.847 5.405 3.844 8.998 4.214

Table 5. Accuracy and resource utilisation of ResNet50 with templates on GTZAN and ESC-50 audio classification datasets.

Filter Templates
Metric base a b c d e
Accuracy GTZAN 85.59 85.92 87.26 85.75 87.43 85.08
Accuracy ESC-50 69.66 70.33 68.16 65.75 69.91 67.25
Param (Millions) 23.61 14.23 4.88 3.50 8.39 3.71
Memory (MB) 395.51 350.54 383.10 385.15 337.40 392.29
Inference (ms) 5.47 7.47 4.56 7.75 4.66 4.48

7. Templates on NASBench-101

NASBench-101 [52] was introduced to provide a common
framework to evaluate new proposed exploration and perfor-
mance estimation strategies for NAS methods. The dataset
delivers training and validation performances of all convolu-
tional neural network architectures on the CIFAR-10 dataset.
All networks are built by stacking identical groups of layers
called cells which are followed by a downsampling layer.
The network finish with a dense layer that conducts the final
classification. In this sense, the difference between networks
is found in the cell design. Cells are described by directed
acyclic graphs with up to 9 vertices and 7 edges. The set
of valid operations at each vertex are 3x3 convolution, 1x1
convolution, and 3x3 max-pooling.

The search space of NASBench-101 contains 423,624
individual CNN networks, each of them being trained and
evaluated several times on CIFAR-10. Given that networks
are evaluated at several steps, the dataset contains over 5
million trained models.

7.1. Implementation Details

NASBench-101 is a benchmark framework that provides a
full set of tools programmed in TensorFlow [1] to evaluate
neural networks following the pattern defined in the search
space. The search space of NASBench is restricted to the
pyramidal distribution of filters. Hence we performed minor
changes to the original code to add the different templates.

For all NASBench models, the authors used the same
set of hyperparameters. By running a coarse grid search on
the average accuracy of 50 randomly sampled designs from
the space, this collection of hyperparameters was chosen to
be robust across different architectures. We use the same
training parameters defined in the framework.

7.2. Results

On NASBench, we evaluated and compared the best model
in the dataset and another ResNet-like network highlighted
in [52].

Models in the NASBench-101 dataset are not constrained
in resources in any way. Restrictions are created indirectly
by the types of layers and connections, the number of cells
in each module and the number of modules. Because our
method follows the same graph as the original architectures,
we constrain the models using templates to operate under the
same amount of FLOPs to have a similar point of reference.

The experimental results are shown in Table 6. We have
mentioned that a fair comparison of models is challenging
not only with models inside the dataset but also with models
in the literature in general. FLOPs and parameters of the best
performing network in NASBench-101 are more than five
times the ones of the ResNet-like network, while gaining in
accuracy is less than three per cent.

Models obtained with templates show a considerable re-
duction of computational costs. Template b with both models
uses one-fifth of the original parameters. Template c obtains
a higher accuracy than the best performing model with one-
third of the parameters. We are not aiming for templates
to outperform any NAS method. We state that combining
templates with NAS methods can deliver further improve-
ments to final CNN models at a very low cost. Moreover,
by exploring the proposed (and other) new distributions, it
is possible to find more efficient models. Each template
enables different metrics to be enhanced.

8. Discussion and Conclusions

Since the early origins of CNN models, starting with the
Neocognitron, the distribution of filters began with a uni-
form pattern but switched to a pyramidal pattern since the
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Table 6. accuracy and parameters of the best model in NASBench-101 dataset and a ResNet-like model produced with an extended search
space. By using templates, both models are capable of obtaining further accuracy with fewer parameters using the same FLOPs.

Templates
Models base a b c d e
Best architecture Acc 95.35 95.20 95.02 95.44 95.06 95.26
3664 GFLOPs Param 32.42 27.49 6.44 10.38 17.26 8.73
ResNet-like Acc 92.64 93.85 91.80 92.65 91.81 92.67
687 GFLOPs Param 6.04 5.18 1.24 1.79 3.30 1.63

LeNet introduction in 1989. From then, the pyramidal de-
sign has remained largely unquestioned in almost all neural
networks including classical and resource-optimised ones.
Methods that modify the number of filters, such as prun-
ing, neural architecture search, and channel number search,
also initiate their exploration from models following the
pyramidal design. We argue that researchers keep using the
pyramidal design because models are mainly tested on the
ImageNet dataset. Therefore, the hyperparameters defining
their structure (including filter distribution) are optimised to
ImageNet.

This work introduced a definition of templates that allows
matching a predefined number of FLOPs with no significant
overheating in the search process. A set of experiments
with filter distribution templates were performed in several
domains to evaluate their representation capability.

Overall, redistributing templates enhances performance
and reduces resources for the models and domains tested.
Exploring novel filter distributions has advantages that go
beyond the domain of image classification. Consequently,
the suggested templates offer a straightforward mechanism
for quickly achieving performance gains compared to the
computationally expensive NAS approaches.

Despite significant changes in filter distributions from the
original architectures, the variation in accuracy for all models
after using templates is less than 5% for image classification.
These results defy the common wisdom that CNN models
are required to capture more diverse features in deeper layers
and show that lower-dimensional representations are still
useful in deeper layers. Moreover, lowering filters can be
beneficial for some datasets.

Experiments indicate that for each model tested, there is
no particular distribution of filters that guarantees the best
accuracy on all tasks. Furthermore, templates can improve
differently on the same task but different datasets. This
means that the results of automatically searching for the
number of channels in small datasets such as CIFAR should
be carefully extrapolated to others. In the opposite direc-
tion, models with distributions that work well on extensive
datasets should be changed (e.g., using templates) to perform
efficiently on different domains.

The approach presented in this work allows a model’s
architect to apply a set of templates for changing the number
of filters originally assigned to each layer before training

from scratch. This redesign can be easily achieved without
any previous training process to select particular weights. In
essence, the application of filter distribution templates offers
an alternative approach to the iteration-intensive automatic
architecture search and model pruning methods.

It is clear there are contributions to be made in terms
of questioning if the architectures that have been designed
for ImageNet are applicable everywhere. The existence of
dataset-dependent architecture requires faster ways to find
networks performing well in each case. Authors of new ar-
chitectures such as the isometric neural networks, the vision
transformer, and the convolutional mixer have looked back
and adopted the uniform distribution again. We hope this
work motivates to continue the search for other filter distri-
butions that benefit the evolution and better understanding
of more efficient models.
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