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Abstract

Multimodal depression detection through internet-based
data such as social media platforms has been an impor-
tant problem in the research community, aiming to predict
human mental states for ensuring wellbeing of the society.
Recently, attention-based networks have gained significant
popularity for depression detection. However, existing mul-
timodal methods primarily rely on images and text assum-
ing no correlation between temporal aspects such as rela-
tive time of different posts or tweets, which is a crucial fac-
tor in deriving depression related behavior patterns. More-
over, they lack model interpretability resulting in limited un-
derstanding of how different features are contributing to the
model’s final prediction. In this paper, we propose Multi-
Explainable TemporalNet (METN), a Temporal Convolu-
tion Network (TCN) based multi-modal transformer net-
work with relative timestamp embeddings. We leverage pre-
trained foundation models for text and image embeddings
and attention maps for model interpretability. We perform
extensive experiments and ablation studies to validate the
performance of METN for user-level depression detection
task. Our model shows state-of-the-art results on various
benchmarks, such as 0.945 F1 score on multimodal Twitter
dataset, and 0.913 F1 score on multimodal Reddit dataset.
We further demonstrate that our model enhances the accu-
racy of identifying depression in individuals who publicly
post messages on social media platforms with enhanced in-
terpretable compatibility. Code and models are available at
Github. 1
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1. Introduction

Depression is one of the most common and crucial psychi-
atric disorder in today’s community. According to World
Health Organization (WHO)[19], the severity of depression,
known as Major Depressive Disorder (MDD), hinders daily
activities for over 280 million people globally, leading to
suicides[30], self-harm and mass shootings[32], causing the
loss of innocent lives. The symptoms of depression[30]
can vary drastically ranging from low self-esteem to ex-
treme mood swings and cynical behavior. Due to its sub-
jective nature, depression detection is a challenging prob-
lem in modern day community. Approximately 33% of
patients with depression are not identified during clinical
diagnostic procedures, and less than 40% receive appro-
priate treatment[13]. Therefore, a range of methods have
been developed using assistive technologies for early diag-
nosis for depression detection[35]. Social media platforms
such as twitter[10] and reddit[20] have been very popu-
lar in today’s world, where users can share their thoughts
and mental issues freely. Reddit contains different threads
where individuals can discuss their problems with com-
plete anonymity. Many methods[1, 2, 21, 48] leverage
this social media user data for early depression detection
using pretrained language models such as BERT[12] and
LSTM[45] based models, leading to significantly better re-
sults when compared with traditional machine learning ap-
proaches. Recent works[17, 33, 36, 46] such as multimodal
depression techniques use both visual and text data for de-
tecting depression, but fail to leverage temporal cues such
as relative time between different tweets and post leading to
degraded performance. Moreover, current state-of-the-art
models[31, 47, 50] lack model interpretability and explain-
ability causing trust issues with the users, as they are not
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Figure 1. Overview of the MTEN architecture for user-level depression detection task. A window size of n posts are sampled from a
user’s profile containing images, texts and time stamps. The images and text are then encoded using pretrained encoders which are then
fused with temporal embeddings obtained from the TCN encoder. These are further refined by a bilinear pooling layer and fed into a cross
modal encoder. Self-attention and cross attention is then applied on these embeddings which are then later fed into a classification head for
depression detection.

able to understand the driving features causing depression.
To address these limitations, we propose Multi-

Explainable TemporalNet (MTEN), a Temporal Convo-
lution Network (TCN)[25] based multimodal transformer
with temporal embeddings for depression detection from
social media datasets [14, 16, 42]. TCN is a framework
that utilizes casual convolutions and dilations for sequen-
tial data addressing temporal data and large receptive fields.
MTEN utilizes pretrained state-of-the-art models for gener-
ating text and image embeddings, and later fuses them with
time stamp embeddings obtained through a TCN encoder.
We leverage self-attention and cross-attention mechanisms
that assigns weights to different parts of an image and sen-
tences. The attention maps generated from these modules
are used for model interpretability, in order to understand
how different features in an image or text are contributing to
the final model prediction. We used multimodal Twitter[16]
and multimodal Reddit[42] datasets for training and evalu-
ation purposes and our model achieved state-of-the-art re-
sults for user-level depression detection task.

Our main contributions in this work are:
• We propose a novel TCN based multi-modal transformer

network (MTEN) which leverages temporal cues; relative
time stamps, along with image and text embeddings for
enhanced user-level depression detection and applied self
and cross attention mechanism through which it dynami-
cally adapts the fusion of weights for different modalities.

• Within the MTEN Block, we introduce an interpretable
module through attention maps for better understanding
and explainability of how different features in an image
or text are contributing to the model’s final prediction.

• We perform extensive experiments and ablation stud-
ies to validate the performance of METN. Our method
achieves state-of-the-art results on multi-modal twitter

dataset 0.945 F1 score and 0.913 F1 score on multi-modal
reddit dataset.

The paper is organized as follow; Section 2 provides a com-
prehensive overview of related work in multi-modal depres-
sion detection task, and Section 3 presents our architecture
in detail. Section 4 presents results and experiments, includ-
ing an extensive ablation study, and qualitative and quantita-
tive evaluations, comparing our approach with other multi-
modal depression detection baselines. In Section V, we dis-
cuss some of the limitations of the proposed model, and
Section VI summarizes our research findings and potential
future works.

2. Related Work
There have been several works on depression detection over
the years. Text-based approaches using classical machine
learning algorithms[6, 24, 38, 49] mostly used number of
tweets and social interaction as network features. Different
linguistic features such as profile bio, comments and sta-
tus data were utilized from social media platforms for user-
level depression detection. However, due to their limitations
they failed to generalize in most of the unseen cases. In re-
cent years, many deep learning algorithms[2, 34, 41, 43]
were able to achieve state-of-the-art results across differ-
ent data modalities. Rao et al.[34] proposed a Multi-Gated
LeakyReLU CNN (MGL-CNN) for identifying depressed
individuals in online forums using list of words and posts.
Trotzek et al.[41] developed a convolutional neural network
based on different word embeddings using ensemble learn-
ing. Uban et al.[43] developed a correlation between de-
pressed users and images containing different animals.

Recently, multi-modal architectures and vision language
models [18, 26, 29, 36, 44, 46] have become extremely pop-
ular, leveraging both text and image features and are able
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Figure 2. Attention maps from each encoder are used for model interpretabilty

to achieve superior results compared to prior baseline ap-
proaches. Lin et al.[12]proposed a CNN-based architecture
using multi-modal features by utilizing Bidirectional En-
coder Representations from Transformers (BERT) for tex-
tual features and CNN for visual features. Gui et al.[17]
introduced a novel cooperative multi-agent model based
on text and image features using a reinforcement learning
based approach. Fang et al.[9] used a Bi-LSTM with atten-
tion mechanism to learn visual feature and rich text feature,
respectively. However, these approaches ignore temporal
cues such as posting time or assume that the posts were
posted in a synchronous manner. Stankevich et al.[39] and
Choudhury et al.[11] demonstrate that depression symp-
toms tends to higher at late night interval, highlighting the
importance of temporal information such as posting time
for depression detection output.

Although, there has been some recent works incorporat-
ing time component such as Sawhney et al.[37] introduced
a STATENet, a time-aware transformer incorporating his-
torical contexts of tweets as well. Bucur et al.[5] proposed
a time-enriched multimodal transformer architecture for de-
tecting depression from social media posts using time2vec
positional embeddings. However, these approaches do not
effectively handle temporal dependencies. Time-enriched
multimodal transformer handles sequential processing of
user posts by treating the user timeline as a ”bag-of-posts”
which does not accurately capture temporal information.
Similarly, these approaches lack model explainability thus
limiting user understanding of how different features are
contributing to final prediction of depression detection.

To address the above limitations we introduce Multi-
Explainable TemporalNet (MTEN). A TCN based multi-
modal transformer which leverages temporal cues such as
relative time stamps, along with image and text embeddings
for enhanced user-level depression detection. Through self
and cross attention mechanism it allows to dynamically
adapt the fusion of weights for different modalities. We
utilize attention maps for each modality for model inter-

pretability, helping users to understand key features leading
to depression.

3. Method
3.1. Framework

The proposed MTEN is a TCN based multi-modal trans-
former incorporating temporal cues such as posting time
stamps along with image and textual features along with an
interpretable module for better understanding of different
features, as shown in Figure 1. Many existing approaches
struggle with long-range temporal information and modal-
ity fusion. In contrast MTEN, effectively captures long-
range dependencies and temporal information over long se-
quences. It efficiently fuses different modalities while pre-
serving rich features leading to more accurate predictions.
It consists of the following properties; (i) the ability to cap-
ture long-range temporal dependencies (ii) self and cross
attention mechanism for preserving features and attention
maps for interpretability (iii) effective modality fusion.

3.1.1 Model Pipeline

There is a User U , who has multiple user posts Up such that
each post has a posting time J, an image I and text T. Using
a post sequence Px is defined as S sampled posts from user
Up : Px = {(T y, Iy,∆y) ∼ Up | y ∈ (1 . . . S)} where y is
a specific post within the user’s post-sequence and ∆ is the
posting time. Different window sizes of user posts are sam-
pled from the user’s profile which is then used as an input
batch for training. The images and text are encoded us-
ing pretrained foundation models; CLIP[33] for images and
EmoBERTa[22] for textual data due to their ability to accu-
rately capture these features. Contrastive Language-Image
Pre-training (CLIP) is a a vision transformer that is trained
to match images with corresponding textual descriptions,
enabling it to perform well on various visual tasks without
task-specific training. EmoBERTa utilizes both textual and
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Method Modality F1 Prec Recall Acc

T-LSTM [4] T 0.848±8e-3 0.896±2e-2 0.804±1e-2 0.855±5e-3
EmoBERTa Transformer T 0.864±1e-2 0.843±1e-2 0.887±3e-2 0.861±1e-2
LSTM + RL [15] T 0.871 0.872 0.870 0.870
CNN + RL [15] T 0.871 0.871 0.871 0.871

MTAL [3] T+I 0.842 0.842 0.842 0.842
GRU + VGG-Net + COMMA [17] T+I 0.900 0.900 0.901 0.900
MTAN [8] T+I 0.908 0.885 0.931 -
Vanilla Transformer [5] T+I 0.886±1e-2 0.868±2e-2 0.905±2e-2 0.883±5e-3
SetTransformer [5] T+I 0.927±8e-3 0.921±1e-2 0.934±2e-2 0.926±8e-3
Time2VecTransformer [5] T+I 0.931±4e-3† 0.931±2e-2† 0.931±1e-2† 0.931±4e-3†

MTEN (Ours) T+I 0.945±1e-2 0.945±2e-2 0.945±2e-2 0.945±5e-3

Table 1. Quantitative results of multimodal depression detection on twitter dataset[17]

Method Modality F1 Prec. Recall Acc
T-LSTM [4] T 0.831± 0.01 0.825± 0.008 0.837± 0.01 0.872±7e-3
EmoBERTa Transformer T 0.843± 0.006 0.828± 0.003 0.858± 0.01 0.879±4e-3
Uban et al. [43] T+I - - - 0.663
Vanilla Transformer [5] T+I 0.837± 0.008 0.827± 0.01 0.848± 0.01 0.876±6e-3
Set Transformer [5] T+I 0.902± 0.007† 0.878± 0.006† 0.928 ± 0.01† 0.924± 5e− 3†
Time2Vec Transformer [5] T+I 0.869± 0.007 0.869± 0.007 0.869± 0.008 0.901± 5e− 3

MTEN (Ours) T+I 0.913±0.05 0.913±0.05 0.913±0.05 0.926±0.002

Table 2. Quantitative results of multimodal depression detection on the Reddit dataset [42].

emotional data from users’ posts. Instead of using same en-
coders, we use two different encoders, as foundation models
pretrained on ImageNet tend to output general purpose em-
beddings. Given the diversified nature of our dataset these
general purpose embeddings are not suitable for our use-
case. The posting time is encoded through a TCN encoder
which is able to capture long-range dependencies and han-
dles very long input sequences efficiently as it computes
all outputs in parallel during training. The TCN encoder
contains causal convolution layers which preserves the tem-
poral information of the user’s post is able to capture long
range dependences due to dilated convolution present in its
architecture.

We use Self-DIstillation with NO Labels (DINO)[7] as
regularizer for CLIP generated embeddings for enriched
feature representations and making it more robust to noise
and variations in the input data. DINO is a self-supervised
vision transformer that directly predicts the output of a
teacher network using cross entropy loss. During this pro-
cess CLIP embeddings are fed into DINO, which refines
these embedding by making it more consistent with DINO
trained network’s output. The image and the text embed-
dings are then projected to a fixed size through a learn-
able linear feed-forward layer. The attention maps obtained
from the text and image encoder are used for model in-
terpretability and explainability, of how different features
are contributing the output as show in Figure 2. To make

it time-aware, we fuse these image and text embeddings
with temporal embeddings generated by the TCN encoder
followed by bi-linear pooling layer to capture all pair-
wise interactions between features from these modalities,
hence improving model’s robustness to noise and varia-
tions. Although, EmoBERTa and CLIP have distinct latent
spaces, in our approach we leverage ViLBERT (Vision-and-
Language BERT)[28], a cross modal encoder for the align-
ment between these two modality embeddings. ViLBERT
supports cross-modal interactions through its co-attention
transformer layers. It allows joint representation learning
by bridging the gap between the two generated embeddings
from CLIP and EmoBERTa. Through this it ensures that
the features from both the modalities are effectively fused
and are aligned in the latent space hence obtaining richer
representation for joint learning representations.

We also use multimodal dropout in which we randomly
drop modalities during training to make our model more ro-
bust to missing data. The embeddings are then processed
through cross and self-attention across different user posts,
after which they are finally fed into a classification head for
depression detection. We use binary cross entropy loss for
training this model. For model interpretabilty we lever-
age attention maps from text and image encoder as shown
in Figure 2. The attention maps demonstrate how different
features are contributing to the model prediction.This figure
shows METN assigns higher weights to depressed tweets
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Dataset Class T (T+I)

Reddit Depr 6,6M 46.9K
Non-Depr 8,1M 73.4K

Twitter Depr 213K 19.3K
Non-Depr 828K 50.6K

Table 3. Data distribution of different modalities using benchmark
Reddit and Twitter dataset, T represents number of posts having
only text and T+I represents number of posts having both images
and text

compared to less relevant tweets highlighting which tweets
are more responsible to the final model output.

4. Experiments and Results

4.1. Dataset & Evaluation Metrics

We trained MTEN using benchmark multimodal twitter
dataset[16]and multimodal Reddit dataset[42] for user-level
depression detection. The multimodal twitter dataset con-
sists of 1,402 depressed users and 1,402 control users. Sim-
ilarly, the reddit dataset has 1,419 depressed users and 2,344
control users. Reddit has a more detailed textual infor-
mation containing upto 40,000 characters, whereas twitter
dataset only contains 280 characters. Please refer to Ta-
ble 3 for detailed data distribution for the two multimodal
datasets. For training, we followed the same setting as
Gui et al.[17] and Bucur et al.[5]. To evaluate the results,
we calculate the Precision, Recall, F1-score and accuracy
metrics.

4.2. Implementation Details

We trained the model using Adam[23] optimizer with
(1=0.9, 2=0.9, weight decay 0) for 10 epochs. The ini-
tial learning rate is set to 1e4, which gradually reduced to
1e6 with the cosine annealing scheduler[27]. The model
consists of consists of four cross-encoder layers, each with
eight heads, and an embedding size of 128. For evaluation
purposes 10 samples per user is used for each classification
label. We use the PyTorch framework to implement our
architecture, and trained our model using NVIDIA DGX
server with a NVIDIA A-100 GPU, having 40-GB RAM.

4.3. Results and Comparison With Other Methods

We evaluate our model on both multi-modal benchmark
twitter and reddit dataset. Quantitative results are shown in
Table 1 and Table 2 using precision, recall, F1 score and
accuracy metrics. We compare our model against state-
of-the-art multimodal and text-based baselines. MTEN
was able to achieve state-of-the-art results on both the
multimodal datasets with an f1 score of 0.945 F1 score

on multimodal twitter dataset, and 0.913 F1 score multi-
modal reddit dataset respectively. Our model outperforms
all the time-enriched models Time2VecTransformer[5],
SetTransformer[5], T-LSTM[4] and MTAN[8] on both the
datasets demonstrating that our model is able to accurately
capture long-range temporal information. We also obtain
attention maps for each modality for model interpretability
demonstrating how different features are contributing to the
models predictions and can seen in Figure 2.

4.4. Ablation Study

We performed an in depth ablation study to explain the role
of different components in our proposed MTEN architec-
ture. We evaluated our model on both LXMERT[40] and
ViLBERT (Vision- and-Language BERT[28] for the cross
modal encoder as shown in Table 4. MTEN(ViLBERT) can
be observed to achieve a performance boost (0.94 F1 score)
when as compared to LXMERT for user-level depression
detection. Similarly, we also compare DINO vs CLIP for
image encoder and we can observe an improvement in the
performance when we regularize CLIP with DINO embed-
dings.

To decide the best window size we also carried
an ablation study on different window sizes W =
{16, 32, 64, 128, 256, 512} as show in Table 5 using CLIP,
EmoBERTa and ViLBERT for text and image embeddings.
For twitter dataset, window size 256 is able to the highest
accuracy of 0.945 F1 score. For reddit dataset, window size
128 is best suitable accurate predictions.

5. Limitations
Both twitter and reddit datasets are limited datasets with a
bias towards USA demographics group and may not be a
true reflection of all the features related to depression detec-
tion. As depression symptoms may drastically vary and can
be highly subjective, this work aims to only highlight de-
pression related features and should not be primary source
for depression diagnosis. The performance of MTEN is bot-
tlenecked by the quality of the training dataset. Due to pri-
vacy concerns depression detection datasets are sparse, we
plan to use synthetic data in the future to overcome this gap
by learning data distribution and depression features from
real data and at the same time maintaining user anonymity.
Future iterations could include training the model with lim-
ited data or exploring zero-shot learning for better general-
izabilty and enhanced model capabilities.

6. Conclusion
In this paper we introduce Multi-Explainable Temporal-
Net (METN), a novel TCN-based multimodal transformer
network incorporating temporal embeddings and atten-
tion mechanisms for enhanced user-level depression de-
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Twitter Reddit

Text+Image Enc F1 F1

EmoBERTa+CLIP 0.930 0.891
EmoBERTa+DINO 0.916 0.873
EmoBERTa+CLIP+LXMERT 0.934 0.897
EmoBERTa+DINO+LXMERT 0.932 0.894
EmoBERTa+CLIP+LXMERT (Dino Regularizer) 0.936 0.899
EmoBERTa+CLIP+ViLBERT 0.943 0.911
EmoBERTa+DINO+ViLBERT 0.941 0.908
EmoBERTa+CLIP+ViLBERT (Dino Regularizer) 0.945 0.913

Table 4. Ablation study results on MTEN using different image encoders and cross modal encoders on Twitter and Reddit dataset

Dataset Window Size F1-Score
16 0.933
32 0.938

Twitter 64 0.941
128 0.943
256 0.945
512 0.942
16 0.895
32 0.905

Reddit 64 0.910
128 0.913
256 0.912
512 0.910

Table 5. Ablation study results on different window sizes on both
twitter and reddit dataset

tection on social media datasets. The model utilizes pre-
trained foundation models for text and image embeddings;
EmoBERTA and CLIP and attention maps for interpretabil-
ity. We leverage TCN encoder which is able to capture
long-range dependencies and input sequences efficiently as
it computes all outputs in parallel during training. Exten-
sive experiments demonstrate METN’s state-of-the-art per-
formance on multimodal Twitter and Reddit datasets, with
F1 scores of 0.945 and 0.913, respectively. The model’s in-
terpretable compatibility and attention mechanisms provide
insights into the contribution of different features to the final
prediction, offering a promising approach for user-level de-
pression detection with improved accuracy and understand-
ing. This model can be potentially be used as an assistive
technology for early depression detection among users on
social media platforms.
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