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Figure 1. Qualitative results of fully test-time adaptation for object detection. The first row is the ground truth of each image, the second
row is the results of the pre-trained detector, the third row is the results of the self-training baseline, and the last row is the results of our
proposed method. All the object detections are denoted as green boxes.

1. Qualitative Results

Additional qualitative results are shown in Fig. 1. The first
row is the ground truth of each sample, the second row is the
object detections obtained by the original Faster RCNN[1]
model, the third row is the results of the self-training base-
line, and the last row is our proposed method’s results. It
demonstrates that our proposed method could remove the
wrong detections and detect the missing objects effectively.

2. Self-training Framework

The pipeline of the self-training framework for fully test-
time adaptation (FTTA) is shown in Algorithm 1. It is an
iterative algorithm. At the tth iteration (t ∈ {1, . . . , T}),
the current detector fθt−1

makes a prediction Dt on the sin-
gle testing image I . θt−1 is the parameters of the detec-

tor. We then collect pseudo labels Pt from Dt based on the
detection confidence (baseline) or our proposed IoU Filter.
Finally, we tune the current parameters θt−1 on the pseudo
labels via a gradient descent step and obtain the updated
parameters θt. The loss L is the same as that used when
the model was originally trained on the source data, except
that the RoI classification loss is removed for better perfor-
mance. At the first iteration, i.e., t = 1, the parameters θt−1

are initialized as θ0 obtained on the source data. After the
last iteration, i.e., t = T , the detector fθT

will be used to
make a final prediction on I .
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Algorithm 1 Self-training Framework for FTTA
Input: A pre-trained detector fθ0 , a single testing im-

age I , and the number of self-training iterations T
Output: The prediction DT

1: for t = 1, ..., T do
2: Dt ← fθt−1(I)
3: Pt ← FilterPseudoLabels(Dt)
4: θt ← θt−1 −∇θt−1

L(Dt,Pt)
5: end for
6: DT ← fθT

(I)
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