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Figure 1. Our work demonstrates sequentially learning long sequences of concepts. At any time, we can generate photos of any prior
learned concepts, including multiple concepts together. Images denoted as “generate” in this figure are real results from our method.

Abstract

Recent work has demonstrated a remarkable ability to
customize text-to-image diffusion models to multiple, fine-
grained concepts in a sequential (i.e., continual) manner
while only providing a few example images for each con-
cept. This setting is known as continual diffusion. Here,
we ask the question: Can we scale these methods to longer
concept sequences without forgetting? Although prior work
mitigates the forgetting of previously learned concepts, we
show that its capacity to learn new tasks reaches satu-
ration over longer sequences. We address this challenge
by introducing a novel method, STack-And-Mask INcre-
mental Adapters (STAMINA), which is composed of low-
ranked attention-masked adapters and customized MLP to-
kens. STAMINA is designed to enhance the robust fine-
tuning properties of LoRA for sequential concept learn-
ing via learnable hard-attention masks parameterized with
low rank MLPs, enabling precise, scalable learning via
sparse adaptation. Notably, all introduced trainable pa-
rameters can be folded back into the model after train-
ing, inducing no additional inference parameter costs. We
show that STAMINA outperforms the prior SOTA for the
setting of text-to-image continual customization on a 50-
concept benchmark composed of landmarks and human
faces, with no stored replay data. Additionally, we extended
our method to the setting of continual learning for image
classification, demonstrating that our gains also translate
to state-of-the-art performance in this standard benchmark.

1. Introduction

Remarkable progress in text-to-image diffusion models has
ushered in an era of practical applications ranging from
generating detailed product images for e-commerce and
advertising platforms to facilitating creative endeavors
in content generation and story-telling. A particularly
compelling direction in this field is the task of customizing
models to multiple, fine-grained concepts in a continual
manner, a recently introduced paradigm known as Contin-
ual Diffusion [1]. In this setting, models are sequentially
adapted to new concepts using a few example images
without forgetting prior learned concepts. This is an import
problem for practical use cases such as customizing a
generative model for a user over time without requiring
permissions to store their private and personal user data
(visualized in Figure 1). While prior work has shown
significant strides in mitigating catastrophic forgetting for
this setting, we ask: How does the model’s performance
evolve when we scale to longer concept sequences?

In this paper, we start by addressing this question and
demonstrate with quantitative analysis that, while the state-
of-the-art (SOTA) method for this task (C-LoRA [1]) can
significantly alleviate catastrophic forgetting, the capac-
ity to learn new tasks rapidly saturates after a certain
number of tasks. In response, we propose an innova-
tive approach, STack-And-Mask INcremental Adapters
(STAMINA), which combines the robustness of low-rank
adaptations with the precision of attention masking, and en-
hances them with learnable MLP tokens. STAMINA com-
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prises two key elements: 1) Low-Rank Adapters (LoRA)
with hard-attention masks parameterized by low-rank MLP
modules and Gumbel softmax, and 2) learnable MLPs that
replace the custom token feature embeddings used in prior
works [1–3]. Importantly, all trainable parameters intro-
duced can be seamlessly folded back into the model post-
training, thereby not inducing any additional parameter
costs during inference. Our method exceeds the prowess of
prior C-LoRA for Continual Diffusion by strongly surpass-
ing its plasticity to learn longer concept sequences without
sacrificing its resilience to catastrophic forgetting.

We demonstrate that STAMINA significantly outper-
forms the prior SOTA in text-to-image continual customiza-
tion without any stored replay data on 3 benchmarks, in-
cluding a comprehensive 50-concept benchmark composed
of human faces and landmarks. Moreover, we show that
STAMINA achieves this performance while requiring sig-
nificantly fewer training steps compared to the previous
SOTA. In summary, our contributions in this paper are
as follows:
1. We empirically demonstrate the limitations of existing

approaches in scaling to longer task sequences in the
Continual Diffusion setting.

2. We propose the STAMINA method, a novel combina-
tion of LoRA with attention masking and MLPs, which
boosts the model’s ability to learn and remember longer
sequences of tasks. Importantly, all of the trainable
parameters introduced by STAMINA can be integrated
back into the model post-training, ensuring no additional
inference parameter costs.

3. We present extensive experiments showing that
STAMINA significantly outperforms the current state-
of-the-art in the Continual Diffusion setting on a
50-concept benchmark while requiring significantly
fewer training steps.

4. We demonstrate the versatility of STAMINA and extend
it into the setting of continual learning for image classifi-
cation, and show that our gains translate to state-of-the-
art performance for a widely used 20-task benchmark.

2. Background and Related Work
Conditional Image Generation: Conditional image
generation is a well-studied topic with several approaches,
including Generative Adversarial Networks (GANs)[4, 5],
Variational Autoencoder (VAE)[6], and diffusion mod-
els [7–9]. We focus on the popular diffusion-based models
that use free-form text prompts as conditions [10, 11].
These models operate by iteratively adding noise to the
original image and then removing the noise through a
backward pass to produce a final generated image. To inject
text conditions, a cross-attention mechanism is introduced
in the transformer-based U-Net [12].

Recent works have explored the generation of custom

concepts, such as a unique stuffed toy or a pet. Dream-
booth [13] fine-tunes the whole parameter set in a diffusion
model using given images of the new concept, while Textual
Inversion [2] learns custom feature embedding “words”.
Methods are not limited to conditioning on only text - re-
cent work has shown that these models can be customized
to effectively add conditioning with new modalities (such
as semantic segmentation maps and sketches) [14]. In con-
trast, Custom Diffusion [3] learns multiple concepts using
a combination of cross-attention fine-tuning, regularization,
and closed-form weight merging. However, Custom Diffu-
sion struggles to learn similar, fine-grained concepts in a se-
quential manner (i.e., Continual Diffusion), motivating the
recent C-LoRA [1] work which is the first to sequentially
customize Stable Diffusion in a “continual learning” man-
ner. We mention that several recent pre-print works [15–19]
have emerged that build or extend upon Dreambooth and
Custom Diffusion, but none of these methods are designed
for the sequential setting, and the contributions can be con-
sidered as orthogonal to our paper.

Continual Learning: Continual learning involves train-
ing a model on a sequence of tasks, each with a different
data distribution, while preserving the knowledge learned
from previous tasks. Existing methods to address the is-
sue of catastrophic forgetting can be categorized into three
groups [20]. Regularization-based methods [21–24] add
regularization terms to the objective function during train-
ing a new task. For instance, EWC [22] estimates the sig-
nificance of model parameters and applies per-parameter
weight decay. Rehearsal-based methods [25–33] save or
synthesize samples from past tasks in a data buffer and re-
play them alongside the new task’s data. Nonetheless, pri-
vacy or copyright issues may prevent using this method.
Architecture-based methods [34–37] separate model pa-
rameters for each task. Recent prompt-based continual
learning methods for Vision Transformers such as L2P [38],
DualPrompt [39], and CODA-Prompt [40] have surpassed
rehearsal-based methods in classification problems without
needing a replay buffer. Although they have shown success
in classification problems, their utility in text-to-image gen-
eration is unclear since they infer discriminative features of
data to create prompts for classification. However, we do
compare to them in their original problem setting.

While most research on continual learning focuses on
uni-modal problems, a few approaches have been suggested
for the multimodal setting. REMIND [41] proposed contin-
ual VQA tasks with latent replay but require storing com-
pressed training data. CLiMB [42] adapted CL to coarsely
different VL tasks, including VQA, NLVR, VE, and VCR,
assuming knowledge of the evaluated task-id at inference
time. Construct-VL [43] concentrates on natural language
visual reasoning. We formulate our problem as the contin-
ual adaptation of Stable Diffusion to multiple, fine-grained
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concepts, and most of the methods reviewed in this section
do not directly apply to our problem. The only relevant
work, C-LoRA [1], is discussed in the next section.

Sparsity for Continual Learning: A key component
of our approach is sparse model adaptations via atten-
tion masking to mitigate forgetting and interference in our
model. Prior works have also leveraged sparsity for con-
tinual learning in other problem settings. HAT [44] also
applies hard attention masks, but these are task-conditioned
masks on network paths within the model. This approach
require task id during inference and thus cannot be ap-
plied to multi-concept generation, excluding them from
our setting. DGM [45] applies sigmoid attention masks
to increase sparsity and scalability for image classification,
but this approach requires dynamic parameter expansion,
which would not be practical in the setting of continually
adapting a large-scale pre-trained model. The work of
Schwarz et al. [46] also demonstrates that sparsity can re-
duce catastrophic forgetting via a sparsity-inducing weight
re-parameterization. It may be possible for this method to
be implemented to work for adapting an existing pre-trained
model, but that is out of the scope for our paper. GPM [47]
demonstrates positive effects for sparsity in continual learn-
ing with k-winner activation MLPs, but it is also not clear
how this could be implemented in the context of adapting
our pre-trained text-to-image diffusion model. Finally, spar-
sity has also been applied to meta-continual learning [48],
which requires additional training on a meta-dataset. While
these works demonstrate the fundamental advantages for
sparsity in continual image classification, it is not clear how
they can be applied to our specific setting of text-to-image
customization, motivating our approach.

3. A Closer Look at Continual Diffusion

In the Continual Diffusion setting, we learn N customiza-
tion “tasks” t ∈ {1, 2, . . . , N − 1, N}, where N is the total
number of concepts that will be shown to our model. The
recent C-LoRA [1] was the first to propose a method for
Continual Diffusion. In this section, we will first define
some preliminaries and then review the C-LoRA method
and discuss its shortcomings.

C-LoRA utilizes parameter-efficient fine-tuning of a
transformer. Consider the context of the single-head
cross-attention operation [49], given as Fattn(Q,K, V ) =

σ
(

QK⊤
√
d′

)
V , where σ stands for the softmax operator, Q =

WQf represents query features, K = WKc serves as key
features, and V = W V c functions as value features. Ad-
ditionally, f indicates latent image features, c denotes text
features, and d′ is the output dimensionality. In this equa-
tion, the matrices WQ,WK ,W V map inputs f and c to
the query, key, and value features, respectively.

Prior works [1, 3] only modify WK ,W V (referred to

as WK,V ) which project the text features. In learning a
customization “task” t, the following loss is minimized in
the prior C-LoRA [1]:

min
WK,V

t ∈θ
LSD(x,θ) + λfLforget(W

K,V
t−1 ,WK,V

t ) (1)

Here, x stands for the input data of the new concept, LSD

denotes the loss function for Stable Diffusion with respect
to model θ, Lforget minimizes forgetting between old task
WK,V

t−1 and new task WK,V
t , and λf is a hyperparameter

selected through a straightforward exponential sweep.
Smith et al. [1] propose to parameterize the weight

change between old task WK,V
t−1 and new task WK,V

t us-
ing LoRA [50]1, which decompose the weight matrices into
low-rank residuals, as expressed by:

WK,V
t = WK,V

t−1 +AK,V
t BK,V

t

= WK,V
init +

t−1∑
t′=1

AK,V
t′ BK,V

t′ +AK,V
t BK,V

t

(2)

Here, AK,V
t ∈ RD1×r, BK,V

t ∈ Rr×D2 , with WK,V ∈
RD1×D2 , and r being a hyper-parameter controlling the
rank of the weight matrix update, chosen using a simple
grid search. The initial values from the pre-trained model
are represented as WK,V

init .
C-LoRA additionally proposed a novel regularization

method which involves penalizing the LoRA parameters
AK,V

t and BK,V
t for altering locations that have been previ-

ously modified by earlier concepts in WK,V
t . Specifically,

C-LoRA contains the forgetting loss Lforget, given as:

Lforget = ||

∣∣∣∣∣
t−1∑
t′=1

AK,V
t′ BK,V

t′

∣∣∣∣∣⊙AK,V
t BK,V

t ||22 (3)

where ⊙ represents the element-wise product, or the
Hadamard product.

3.1. The Plasticity Problem

In Section 5, we find that C-LoRA suffers in our bench-
marks which involve longer task sequences. Why could
that be? Our intuition is that, as the weights diverge fur-
ther from the pre-trained backbone, Lforget becomes more
and more restrictive, thus limiting the ability to learn new
tasks (plasticity). We show this in Figure 2 by plotting
the average distance from the pre-trained weights, given
as ||WK,V

t − WK,V
init ||2, versus tasks. We see that, while

the model tends to see high changes in the early tasks, this
rapidly saturates, suggesting that low plasticity may be a
contributor for the diminishing performance in C-LoRA on
longer task sequences. These results motivate us to find a
better approach for scalable Continual Diffusion.

1This was also proposed for NLVR [43] and offline customization [51].
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Figure 2. Average distance from pre-trained weights, given as
||WK,V

t −WK,V
init ||2, vs task for C-LoRA [1].

4. The STAMINA Approach
Inspired by the analysis of the previous section, we propose
an innovative approach to Continual Diffusion: Stack-And-
Mask INcremental Adapters (STAMINA), composed of
stack-able low-rank adapter with learnable hard-attention
masks to encourage precise and sparse weight residuals on
the pretrained diffusion model. The intuition behind our ap-
proach is that sparse adaptations are less likely to interfere
and, therefore, will avoid saturating plasticity as the num-
ber of tasks grow. The overview of our proposed method is
illustrated in Figure 3, and the rest of this section motivates
and describes each component of STAMINA.

Hard Attention Masks with Gumbel-Softmax:
Consider the low rank weight decomposition
WK,V

t = WK,V
t−1 + AK,V

t BK,V
t . The intuition is

that low-rank adaptation is robust against over-fitting,
making it a strong continual learner [1, 43]. However,
there is one glaring weakness with this approach: preci-
sion. Specifically, the low-rank properties of the product
AK,V

t BK,V
t lack the ability to target important spots in

the weight matrix without incurring many unnecessary
adaptations to other spots in the matrix.

To reduce interference between learned concepts, we
propose to apply hard-attention masks on the AK,V

t BK,V
t

product. Rather than learn masks with continuous outputs
on the range [0, 1], as many sparse continual learning works
discussed in Section 2 do, we desire a true discrete binary
mask to retain desirable robust properties of the low-rank
weight residuals (a decision validated by our ablations).
Thus, we leverage2 the Gumbel-Softmax [53] operation,
which provides a differentiable approximation to the dis-
crete argmax operation, enabling the learning of true hard
attention masks during training.

We consider our mask as a binary categorical distribu-
tion and expand in an additional dimension of size 2, and
take the operation over the expanded dimension. With this
parameterization, values of 1 in the first index of the ex-
panded dimension equates to “pass through the mask” after

2We note that Shen et al. [52] use a similar approach in another setting.

the Gumbel-Softmax, and the other dimension can be dis-
carded. Specifically, we learn mask MK,V

t ∈ RD1×D2 as:

MK,V
t,i,j =

exp

(
log(m̂K,V

t,i,j,1)+gi,j,1

τ

)
∑1

z=0 exp

(
log(m̂K,V

t,i,j,z)+gi,j,z

τ

) (4)

where m̂K,V
t ∈ RD1×D2×2 represents a learnable mask

tensor before Gumbel-Softmax is taken over the expanded
third dimension; i, j represent taking this operation over
i = 1, . . . , D1 and j = 1, . . . , D2; τ is a temperature hyper-
parameter controlling smoothness3; and g are i.i.d samples
drawn from Gumbel(0, 1) [53]. Notice that MK,V

t denotes
our final learned mask which is applied to the AK,V

t BK,V
t

product, whereas m̂K,V
t denotes the learnable parameters

before Gumbel-Softmax.
Using this masking approach, our weight residuals are

now given as:

WK,V
t = WK,V

t−1 +AK,V
t BK,V

t ⊙MK,V
t

= WK,V
init +

[
t−1∑
t′=1

AK,V
t′ BK,V

t′ ⊙MK,V
t′

]
+AK,V

t BK,V
t ⊙MK,V

t

(5)

MLP Mask Parameterization: Rather than optimize a
fixed tensor, we further enhance our masking capacity and
flexibility with a low-rank multi-layer perception (MLP) pa-
rameterization, θMK,V

t
, operating on a fixed input 1. The

idea is to leverage the power of MLPs to learn more com-
plex transformations between tasks, thereby mitigating the
risk of catastrophic forgetting. Specifically, we propose to
learn our mask as:

θMK,V
t,i,j

=

exp

(
log(θ

m̂
K,V
t,i,j,1

)+gi,j,1

τ

)
∑1

z=0 exp

(
log(θ

m̂
K,V
t,i,j,z

)+gi,j,z

τ

) (6)

where θm̂K,V
t

is the learnable mask MLP before Gumbel-
Softmax is taken. As demonstrated later with our ablations,
the MLP parameterization is fundamental to our method -
we found simply optimizing a mask matrix directly to be
ineffective as the mask would have little to no updates dur-
ing learning.

In order to keep the number of learnable parameters
low and not increase the search space over new hyperpa-
rameters, we leverage a very simple two layer MLP for
θMK,V

t
which consists of two linear layers and ReLU [54]

operating on the fixed input tensor 1. All dimensions
before the final layer are of dimension r, the same low rank

3We use a default value of τ = 0.5
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Figure 3. An overview of our approach. We learn custom tokens via MLPs operating on a fixed input. A prompt which includes the custom
token is passed to the Stable Diffusion model. Our STAMINA approach modifies the key-value (K-V) projection in U-Net cross-attention
modules without forgetting by using sparse, low-ranked, adaptations masked with MLP hard-attention. Importantly, trainable parameters,
including the MLPs, can be reintegrated back into the original model backbone after training, incurring no cost to storage or inference.

as AK,V
t and BK,V

t . While Eq. (5) decomposes how the
pre-trained weights are adapted, we emphasize that all of
our learned parameters can be directly folded back into
the original pre-trained weight, incurring no additional
storage or computation costs at inference.

Sparsity Regularization: In order to achieve desirable
sparsity properties of the attention masks, we introduce a
sparsity regularization on the positive outputs of θMK,V

t
.

The simple regularization encourages the mask to produce
a 0 for each spot in the weight matrix residual rather than
a 1. Thus, outputs of the low rank product AK,V

t BK,V
t

which are less important to learning the new task are ze-
roed out, leading to precise and minimal changes to the pre-
trained weights. Furthermore, since the mask is truly binary
(rather than sigmoid), the mask will not learn complex high-
rank features (which could potentially interfere with the ro-
bust, low-rank fine-tuning properties of AK,V

t and BK,V
t )

and instead provides the model a clear delineation of which
parameters are deemed important for the task at hand, as
demonstrated in our ablation experiments. The formal loss
is given as:

Lsparse = ||θMK,V
t

(1)||1 (7)

MLP for Custom Token Feature Embedding: To fur-
ther improve the model’s customization capability, we re-
place the custom token feature embeddings V ∗

t from the
previous work with learnable MLP modules θV ∗

t
, parame-

terized in the same manner as θMK,V
t

. This approach al-
lows the model to adapt the token embeddings based on
the specific characteristics of each task, providing a more
efficient and flexible way of incorporating task-specific in-
formation. While not a key contribution of our work, we

found that this custom token parameterization increases the
amount of knowledge that can be “learned” by the custom
tokens, requiring fewer changes to the model and thus less
catastrophic interference and forgetting.

Putting it all together: Our final optimization is de-
scribed as:

min(
WK,V

t ∈θ, θV ∗
t

) LSD(x,θ) + λsLsparse(θMK,V
t

(1))

+ λfLforget(W
K,V
t−1 ,WK,V

t )
(8)

where λs is a hyperparameter chosen with a simple expo-
nential sweep. We re-emphasize that, by folding all learned
parameters back into the original pre-trained weights, we
ensure no additional storage or computational costs at in-
ference, making our approach both storage and compute ef-
ficient.

5. Continual Text-To-Image Experiments
Implementation Details: For the most part, we use the
same implementation details as Custom Diffusion [3] and
C-LoRA [1]. We use 500 training steps (twice as many as
reported in Kumari et al. [3] due to our data being fine-grain
concepts rather than simple objects) except for C-LoRA,
which requires longer training steps (we use 2000 as re-
ported in Smith et al. [1]). We use the prompt “a photo of a
V ∗ X”, where V ∗ is a learnable custom token, and X is the
object category (e.g., person), which is removed [1] for C-
LoRA and STAMINA. For LoRA, we searched for the rank
using a simple exponential sweep and found that a rank of
16 sufficiently learns all concepts. Additional training de-
tails, including our chosen loss weighting hyperparameter
values, are located in our supplementary material (SM).
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Metrics: We report the same metrics which were origi-
nally proposed for Continual Diffusion [1]: (i) Nparam, the
number of parameters trained (i.e., unlocked during train-
ing a task) in % of the U-Net backbone model, (ii) Ammd,
the average MMD score (×103) after training on all con-
cept tasks, and (iii) Fmmd, average forgetting. Consider N
customization “tasks” t ∈ {1, 2, . . . , N − 1, N}, where N
is the total number of concepts that will be shown to our
model. We denote Xi,j as task j images generated by the
model after training task i. Furthermore, we denote XD,j

as original dataset images for task j. Using these terms, we
calculate the Ammd metric (where lower is better) as:

Ammd =
1

N

N∑
j=1

MMD (Fclip(XD,j),Fclip(XN,j)) (9)

where Fclip denotes a function embedding into a rich se-
mantic space using CLIP [55], and MMD denotes the
Maximum Mean Discrepancy [56] with a polynomial ker-
nel. To calculate the forgetting metric Fmmd, we calculate
the average distance the images have changed over training,
or:

Fmmd =
1

N − 1

N−1∑
j=1

MMD (Fclip(Xj,j),Fclip(XN,j))

(10)
Baselines: In addition to the prior SOTA C-LoRA [1],

we compare to recent customization methods Textual In-
version [2] and Custom Diffusion [3]. For a better compari-
son, we compare to a version of Textual Inversion [2] which
leverages our same MLP custom tokens θV ∗

t
rather than

V ∗
t , TI++. For Custom Diffusion, we compare to both se-

quential training (denoted as sequential) as well as the con-
strained merging optimization variant (denoted as merged)
which stores separate KV parameters for each concept indi-
vidually and then merges the weights together into a sin-
gle model using a closed-form optimization (see Kumari
et al. [3] for more details). We also compare to the con-
tinual learning method EWC [22] combined with Custom
Diffusion. We note here that Generative Replay [57] and
DreamBooth [13] were found to be non-competitive in this
setting [1], and thus we exclude the results from our exper-
iments.

5.1. Continual Customization Results

We first benchmark on two 20-length task sequences:
512x512 resolution celebrity faces dataset, CelebFaces At-
tributes (Celeb-A) HQ [58, 59] (Table 1a), and waterfall
landmarks of various resolutions from the Google Land-
marks dataset v2 [60] (Table 1b). We refer the reader to the
SM for additional details on benchmark dataset sampling.
We first observe that the Custom Diffusion (CD) methods
suffer in this setting, as previously reported by Smith et

Table 1. 20-task Continual Diffusion Results: Ammd (↓) gives
the average MMD score (×103) after training on all concept tasks,
and Fmmd (↓) gives the average forgetting. Nparam (↓) gives the
number of parameters being trained as a % of the unmodified U-
Net backbone size.

(a) Celeb-A HQ [58, 59]

Method
Nparam

Train (%) Ammd (↓) Fmmd (↓)

TI++ [2] 0.00 2.37 0.00
CD [3] 2.23 7.58 6.56

CD [3] (Merge) 2.23 13.84 8.61
CD+EWC [22] 2.23 7.39 5.81

C-LoRA [1] 0.09 2.25 0.33
Ours 0.19 2.18 0.03

(b) Google Landmarks dataset v2 [60]

Method
Nparam

Train (%) Ammd (↓) Fmmd (↓)

TI++ [2] 0.00 2.91 0.00
CD [3] 2.23 5.20 5.10

CD [3] (Merge) 2.23 14.83 8.43
CD+EWC [22] 2.23 5.10 3.56

C-LoRA [1] 0.09 3.09 0.38
Ours 0.19 2.42 0.01

al. [1]. The only two competitive methods in this setting are
the prior SOTA C-LoRA [1] and our MLP variant of Tex-
tual Inversion (TI) [2], TI++. While TI++ has no forgetting,
tokens alone, even when learned using a MLP, do not have
the capacity to capture fine-grain details in datasets such
as faces and landmarks. We also see that, quantitatively,
C-LoRA performs worse than TI in these benchmarks, as
explained in Section 3.1. On the other hand, we see that our
STAMINA approach establishes a clear SOTA performance
on both benchmarks, while requiring only 500 training steps
(compared to 2000 training steps for C-LoRA).

What about longer task sequences? In Table 2a, we
scale to a 50 length sequence containing both celebrity
faces [58, 59] and landmarks [60]. We note that merge
variant of CD is excluded, as it runs into memory errors
in the merging process for such a long task sequence. Here,
we notice two significant observations: (1) C-LoRA is now
performing much worse than TI, while STAMINA is still
retaining its SOTA performance. In Figure 4, we show
qualitative results of images generated for all 50 tasks af-
ter the full task sequence has been seen. For example, the
images in row 1 corresponding to “task 1” are being gen-
erated from the model after training on “task 50”. Here,
we see quite clearly that our method has gains over the ex-
isting techniques. While TI continues to learn decent im-
ages of high quality for each task, it misses important iden-
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(a) Target (b) CD [3] (c) TI++ [2] (d) C-LoRA [1] (e) STAMINA

Figure 4. Qualitative results of Continual Diffusion using celebrity faces from Celeb-A HQ [58, 59] and waterfalls from Google Land-
marks [60]. Results are shown for 10 samples from all 50 concepts (↓) and are generated from the model after training on all 50
concepts. We sample for a variety of early (prone to forgetting) and late (prone to low plasticity) tasks. See SM for source of target images.

Table 2. 50-task Continual Diffusion Results: Ammd (↓) gives
the average MMD score (×103) after training on all concept tasks,
and Fmmd (↓) gives the average forgetting. Nparam (↓) gives the
number of parameters being trained as a % of the unmodified U-
Net backbone size.

(a) Full results

Method
Nparam

Train (%) Ammd (↓) Fmmd (↓)

TI++ [2] 0.00 2.52 0.00
CD [3] 2.23 5.99 5.67

CD+EWC [22] 2.23 5.15 3.95
C-LoRA [1] 0.09 3.09 1.41

Ours 0.19 2.29 0.01

(b) Ablation results

Ablation Ammd (↓) Fmmd (↓)
Full Method 2.29 0.01
Ablate Mask 2.91 0.20

Ablate MLP Tokens 3.89 0.29
Ablate Mask MLP 2.82 0.58

Ablate Gumbel-Softmax 3.39 0.82
Ablate Sparsity 2.90 0.56

tifying details for most tasks. On the other hand, methods
such as CD and C-LoRA suffer from catastrophic forgetting
and saturated plasticity (which seems to lead to interference
and forgetting in early tasks), respectively. We see that our

STAMINA method has the best overall results for the full
task sequence.

Ablations: We include an ablation study using the 50-
concept benchmark in Table 2b. First, we ablate our mask,
and see an increase in both forgetting Fmmd and MMD
score Ammd. We observe similar trends when we ablate the
sparsity loss (7) and mask MLP parameterization, though
with even higher forgetting in these two ablations. This im-
plies it would be better to have no mask then have a ablated
versions of our mask. We see a large gap in performance
for “Ablate Gumbel-Softmax”, which is where we use sig-
moid activations instead of binary masks. Finally, we see
the worst performance when we ablate the MLP Tokens and
use V ∗ tokens instead. We found that increasing the steps
can mitigate this to some degree, yet still under-performs
our full method. We have additional analysis in our SM, in-
cluding a detailed analysis on weight interference, plasticity
and KID [61] score metrics, a plot of plasticity vs number
of trained tasks, and variance across runs.

Multi-Concept Generations: In Figure 5, we provide
some results demonstrating the ability to generate photos of
multiple concepts in the same picture. We found that us-
ing the prompt styles “a photo of V* person posing next to
V* waterfall” worked best. We also provide negative re-
sults in our SM and emphasize that there is much room for
improvement in future work.

Performance vs Training Time: Our method shows a
9.6% increase in training time over TI++, due to complex
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Figure 5. Our multi-concept generations after training on 50 tasks.

Table 3. Impact of our Results (50-Task Sequence). UB stands
for Upper Bound performance.

Method TI++ [2] Ours UB
Ammd (↓) 2.52 2.29 2.16
∆ from UB 0.36 0.13 0

% ↑ from UB 16.67% 6.02% 0%

gradient propagation into the token embedding space. De-
spite this, our approach significantly improves Ammd by
9.1%, justifying the trade-off, especially as there’s no extra
cost during inference. When compared to an Upper Bound
(UB) set by CD[3], our method more than halves the per-
formance differential with TI++, reducing it from 16.67%
to 6.01%. This highlights our method’s efficacy in contin-
ual learning, effectively balancing compute efficiency with
performance enhancements.

5.2. STAMINA for Image Classification

We also demonstrate that STAMINA achieves SOTA per-
formance for a long-task sequence in the well-established
setting of rehearsal-free continual learning for image
classification. We benchmark our approach using the 20
task ImageNet-R [39, 62] benchmark, which is composed
of 200 total object classes with a wide collection of image
styles, including cartoon, graffiti, and hard examples
from the original ImageNet dataset [63]. We use the
exact same experiment setting as the CODA-Prompt [40]
paper with the ViT-B/16 backbone [64] pre-trained on
ImageNet-1K [63] (additional details are available in the
SM). We compare to Learning to Prompt (L2P) [38],
DualPrompt [39], CODA-Prompt [40] (CODA-P), and
C-LoRA [1]. For STAMINA and C-LoRA, we modify
only the QKV projection matrices of self-attention blocks
throughout the ViT model.

In Figure 6, we plot average accuracy An, or the accu-
racy with respect to all past classes averaged over all seen

Figure 6. Image classification results on ImageNet-R [39, 62]. An

gives the accuracy averaged over all seen tasks.

n tasks, for all 20 tasks. We choose the 20 task bench-
mark over the 5 and 10 task benchmarks because C-LoRA
performs under SOTA in this longer task sequence, as re-
ported in Smith et al. [1] (and is consistent with our Con-
tinual Diffusion findings). Our results demonstrate that
STAMINA performs much better than C-LoRA, and estab-
lishes a new SOTA performance on the benchmark by out-
performing all three prompting-based methods.

6. Conclusion & Limitations

In conclusion, our work addresses the challenge of scaling
text-to-image diffusion models for continual customization
across long concept sequences. We showed that the the
SOTA C-LoRA’s performance saturates with increasing
tasks, and proposed STAMINA as a novel and efficient
solution. STAMINA is composed of low-rank adapters with
sparse, hard-attention masking and learnable MLP tokens,
and can reintegrate all trainable parameters back into the
original model backbone post-training. Our comprehensive
evaluations on 3 different Continual Diffusion benchmarks
not only highlight STAMINA’s superior performance
over the current SOTA, but also its efficiency, requiring
significantly fewer training steps. Furthermore, we show
that STAMINA is also SOTA for image classification,
demonstrating its flexibility to achieve high performance in
multiple continual learning settings.

Despite the success of our approach in generating
long concept sequences, we acknowledge key limitations
and cautions that must be addressed. First, we strongly
advocate for the responsible usage of our approach,
particularly with regards to generating faces of individuals.
Consent, in our view, is paramount. Furthermore, given
ethical concerns over using artists’ and designers’ images,
we avoid artistic creativity in our work, and urge others
to know and respect the sources of the data in which
they customize their model with. In spite of these ethical
considerations, we remain optimistic about the potential
of our work to contribute positively to society in use cases
such as mobile app entertainment.
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