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Abstract

Understanding human instructions to identify the target
objects is vital for perception systems. In recent years, the
advancements of Large Language Models (LLMs) have in-
troduced new possibilities for image segmentation. In this
work, we delve into reasoning segmentation, a novel task
that enables segmentation system to reason and interpret
implicit user intention via large language model reason-
ing and then segment the corresponding target. Our work
on reasoning segmentation contributes on both the method-
ological design and dataset labeling. For the model, we
propose a new framework named LLM-Seg. LLM-Seg ef-
fectively connects the current foundational Segmentation
Anything Model and the LLM by mask proposals selec-
tion. For the dataset, we propose an automatic data gen-
eration pipeline and construct a new reasoning segmen-
tation dataset named LLM-Seg40K. Experiments demon-
strate that our LLM-Seg exhibits competitive performance
compared with existing methods. Furthermore, our pro-
posed pipeline can efficiently produce high-quality reason-
ing segmentation datasets. The LLM-Seg40K dataset, de-
veloped through this pipeline, serves as a new benchmark
for training and evaluating various reasoning segmenta-
tion approaches. Our code, models and dataset are at
https://github.com/wangjunchi/LLMSeg.

1. Introduction
Traditional image segmentation requires explicit target ob-
jects or pre-define categories for pixel-level classification.
However, a broad spectrum of open-world applications re-
quire the segmentation system to understand and interact
with more complicated human instructions, such as home
robots [18], self-driving [8], and augmented reality [15].

In recent years, the development of vision-language pre-
trained models like CLIP [28], has shifted image segmen-
tation from close-set segmentation, where targets must be-
long to a predefined set of categories, to open-vocabulary
segmentation, enabling adaptation to unseen categories.
By unifying text and image into the same feature spaces,

Figure 1. Our LLM-Seg model integrates multiple foundation
models including LLaVA [23], Segment Anything Model [14], and
DINOv2 [27]. The Segment Anything Model and DINOv2 gen-
erate mask proposals and embeddings. LLaVA is responsible for
perceiving the input image and question, and it outputs a special
< SEG > token to guide the mask selection module.

these models significantly reduce the cost of training across
new datasets, thereby broadening the applicability of im-
age segmentation tasks. However, the scope of open-
vocabulary segmentation remains constrained to the vocab-
ulary or phrase level, lacking the ability to understand long
and complex text prompts.

The recent success of Large Language Models (LLM)
[2–4, 6, 30] brings new possibilities to how the segmen-
tation target is defined. The state-of-the-art LLM models
such as ChatGPT and LLama [30] show incredible reason-
ing ability and can answer complex questions. To trans-
fer the reasoning ability of LLM into image segmentation,
[16] proposes Reasoning Segmentation. This new image
segmentation task requires the model to segment the target
based on a question asked by a human. Reasoning Segmen-
tation is a more challenging task because it requires strong
reasoning ability to find out the segmentation target, as well
as its unclear granularity of the target. However, the ap-
plication of Reasoning Segmentation is more extensive and
dynamic.

In this work, we propose LLM-Seg: a two-stage method
that combines vision language model (VLM) and vision

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

1765



foundation models. We define our method as two-stage be-
cause it decouples processes of prompt understanding and
image segmentation. In our LLM-Seg, a frozen Segment
Anything Model is utilized to generate a series of mask pro-
posals. We adopt the LLaVA, which is one of the state-of-
the-art VLMs, to receive the prompt from the user and select
from the mask proposals. We prefer the two-stage method
over an end-to-end method such as [16] for the following
reasons. Firstly, current vision foundation models, exem-
plified by the Segment Anything Model (SAM) [14], have
been trained using extensive datasets and substantial GPU
resources. Consequently, fine-tuning such models with lim-
ited data could harm their performance and generality. Sec-
ondly, the two-stage method is more flexible in the choice
of components. Finally, decoupling the reasoning part and
segmentation could simplify the learning target, resulting in
faster convergence during training.

One challenge for the research of reasoning segmenta-
tion is the scarcity of datasets. In response to this chal-
lenge, we additionally propose a new method that lever-
ages ChatGPT-4 to process existing semantic segmentation
datasets and automatically generate a dataset tailored for
reasoning segmentation. Utilizing the ChatGPT-4 API en-
ables the generation of high-quality questions for training
and evaluation. Furthermore, reusing existing semantic seg-
mentation datasets alleviates the burden of annotating new
images, and ensures high-quality ground truth data for the
dataset.

The contribution of our research are delineated as fol-
lows:
• We introduce LLM-Seg, a novel two-stage method tai-

lored for the task of reasoning segmentation.
• We develop a low-cost and efficient data generation

pipeline for reasoning segmentation, capitalizing on the
advanced capabilities of ChatGPT-4.

• We propose the LLM-Seg40K, a large-scale reasoning
segmentation dataset for model training and evaluation.

2. Related Work
Vision Language Models The success of Large Language
Models in recent years has revolutionized the field of natu-
ral language processing. LLMs such as GPT-3 [4], Chin-
chilla [10], and LLama [30] have shown powerful zero-
shot performance in different language tasks and become
the base model of many other LLMs. Based on powerful
base language models, many methods try to add visual in-
formation to the input domain. Existing VLMs demonstrate
diverse strategies for integrating visual and textual informa-
tion. Flamingo [1] leverages a pretrained Normalizer-Free
ResNet to extract image features and a perceiver resam-
pler module for visual token sampling. To condition the
output to the visual tokens, gated cross-attention layers are
added between the layers of the frozen base model. BLIP-

2 [17] introduces cost-effective training via a lightweight
Querying-Transformer (Q-Former) Module, focusing on
bridging the gap between image encoders and language
models. LLaVA [23] offers a simplified structure through
Visual Instruction Tuning. Given enough visual instruc-
tion data, LLaVA shows that a simple linear projection layer
can achieve state-of-the-art performance in general visual-
language tasks. Although VLMs show impressive ability in
visual understanding, the output of current VLMs is limited
to text, making it hard to adopt VLMs to tasks like image
segmentation.

Vision Foundation Models for Image Segmentation
Similar to the fast development of Large Language Models
in the NLP community, vision foundation models [14, 27,
28, 33, 35] for various computer vision tasks have marked
a significant technological advancement. One of the most
notable strengths of these foundation models is their robust
zero-shot learning abilities. This feature enables them to be
seamlessly adapted to the image segmentation task, demon-
strating remarkable efficacy without the need for expensive
and time-consuming fine-tuning.

One of the most popular vision foundation models for
image segmentation is CLIP [28]. CLIP demonstrates its
impressive ability to extract semantic visual features and
remarkable zero-shot performance in image classification
tasks. Based on the pretrained CLIP model, image segmen-
tation could benefit from CLIP’s zero-shot ability. Early
methods try to push the contrastive learning of CLIP from
the image level to either patch level [19] or pixel level [32].
However, fine-tuning the CLIP parameters may harm the
zero-shot ability because of the small scale of data for fine-
tuning. More recent methods focus on building a segmenta-
tion model upon a frozen CLIP model such as FC-CLIP [34]
and CLIPSeg [25]. Similar to CLIP, DINOv2 [27] is an-
other vision foundation model that can generate all-purpose
image features. Experiments show that the image features
from DINO-V2 give better performance than CLIP features
in different vision tasks [27].

In addition to CLIP and DINOv2, Segment Anything
Model (SAM) [14] and its variants [13, 36] are another
groundbreaking vision foundation models, particularly in
image segmentation. SAM defines a new promptable seg-
mentation task that unifies all the objects inside images
regardless of their category, making the training dataset
highly scalable and improving the zero-shot ability in im-
age segmentation. However, the introduced vision foun-
dations focus more on the zoro-shot ability of traditional
vision tasks. Existing research in applying these models to
multimodal tasks such as reasoning segmentation is limited.

Methods for Reasoning Segmentation In this section,
we introduce some existing methods that can be applied to
reasoning segmentation. Previous models [7, 21, 40] for the
referring segmentation can be directly the reasoning seg-
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mentation. Most of these models only apply a text encoder
like BERT [7] to process the text and lack complex reason-
ing ability. Therefore, referring to segmentation models can
only be a weak baseline for the novel reasoning segmenta-
tion task.

To make use of the powerful reasoning ability of vision
language models, LISA [16] connects LLaVA with SAM
and trains the model end-to-end. Specifically, a new em-
bedding prompt is added to the mask decoder of the SAM
to guide the segmentation. The vision language model is
adopted to generate the embedding prompt based on the im-
age and question. However, fine-tuning the mask decoder of
SAM will significantly harm the segmentation quality, re-
sulting in holes and coarse boundaries of the segmentation
mask.

Different from end-to-end methods such as LISA, rea-
soning segmentation could also be solved by decoupling
it into the reasoning and segmentation stages. Each stage
could be completed with state-of-the-art models. For exam-
ple, we could first prompt the question to any vision lan-
guage model and require the output to be a simple phrase.
The output phrase could be used as input for an open-
vocabulary segmentation model to produce the segmenta-
tion mask. Besides, vision language models such as Shkira
[5] and CogVLM [31] have the visual grounding ability and
can give out the bounding box of the target object in text
form. The output bounding box can be used as the box
prompt of SAM to generate the segmentation mask.

3. Method

3.1. Model Structure

Our proposed LLM-Seg is composed of 4 parts: the pre-
trained LLaVA-7B model, the Segment Anything Model,
the DINOv2 model, and the mask selection module. The
vision language model is responsible for understanding the
content of the input image and question. Inspired by LISA
[16], we add a special < SEG > token to the vocabulary
table of LLaVA. The < SEG > token is updated during
the forward pass, containing information about the segmen-
tation target. The input of the mask proposal generator is
image only, and the outputs are multiple binary masks that
indicate elements in the image. The mask selection mod-
ule selects from the mask proposals based on the < SEG >
token. The final segmentation of the model output is the
combination of selected mask proposals.

The diagram of our model structure is shown in Figure
2. Inside the model, only the mask selection module con-
tains full trainable parameters. The SAM and DINOv2 are
completely frozen. The vision language model is optimized
by LoRA [11]. In this way, we successfully control the size
of trainable parameters and make sure our model can be
trained using a single RTX 3090 GPU.

3.2. Mask Proposals

In LLM-Seg, we choose Segment Anything Model (SAM)
as the mask proposal generator and use its Everything Mode
to produce binary masks. The Everything Mode of SAM is
implemented based on the point prompt. Given an image of
shape H ∗W , 32 ∗ 32 points are sampled uniformly within
the image. Each point is an independent prompt and is re-
sponsible for generating one mask. For each mask, SAM
also gives an IoU prediction. Low-IoU mask will be fil-
tered out and duplicate masks will be removed with Non-
Maximum Suppression. Although 32 ∗ 32 = 1024 point
prompts exist for one image, the heavy image encoder only
runs once, and the lightweight mask decoder can process
the prompts in batches. The whole process takes about 3.5
seconds for one image using a single RTX-3090 GPU.

After generating a series of mask proposals, we apply
mask pooling to convert the binary mask proposals into
mask embeddings. The image features for the mask pooling
come from a separate DINOv2 model.

3.3. Mask Selection

The mask selection module is composed of one mask-text
fusion module and two selection heads. Similar to SAM’s
mask decoder, the fusion module applies self-attention and
cross-attention mechanisms to align the mask embeddings
and < SEG > token. However, our fusion module is more
computing efficient due to the small number of mask em-
beddings. The diagram of the fusion module is shown in
Figure 3.

The two selection heads are named IoU head and IoP
head. For the IoU head, we first simplify the mask selection
process by choosing the mask proposal with the highest IoU
with ground truth. Specifically, the selected mask proposal
should have the highest similarity with < SEG > token.
The IoU head contains a shared MLP to map all the mask
embeddings to the same embedding space as < SEG >
token. Then the dot product is performed to compute the
similarity. Because we only care about the mask embedding
with the highest similarity, a small temperature factor τ is
used to normalize the similarities. We apply KL-Divergence
to supervise the training, as shown in Equation 1. P is the
vector of all mask embeddings, s is the embedding of <
SEG > token, and I is the ground truth IoU of all mask
proposals.

Liou = KL
(
Softmax(P · s⊤/τ),Softmax(I/τ)

)
(1)

However, selecting only one mask proposal will not give
the best performance in the multi-instance scenario. To im-
prove the performance, an IoP head is added to select mul-
tiple masks. The selection criterion is based on the Intersec-
tion over Prediction (IoP) which can also be treated as the
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Figure 2. Model Structure of our LLM-Seg. The input image will be processed by three different modules. The SAM is responsible for
generating binary mask proposals using its Everything Mode. The image encoder extracts features from the image. The vision language
model processes the image together with the input queries and uses a special < SEG > token to represent the result. The mask embedding
will be extracted for each mask proposal using mask pooling. Using the information from mask embeddings and < SEG > token, the
fusion model and an MLP layer will predict a score for each mask proposal. Finally, a simple threshold-based selection is used to pick
mask proposals as the final prediction.
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Figure 3. Diagram of the fusion module and two selection heads.
The input of the fusion module is K mask embeddings and 1
< SEG > token. After the fusion module, the updated mask em-
beddings are processed by two separate MLP layers to predict dif-
ferent targets. The target with 256 dimension is used to compute
the loss of the IoU head, while the target with 1 dimension is used
for IoP regression.

pixel accuracy of each mask proposal. The IoP is computed
as Equation 2. P is the predicted masks and G is the ground
truth mask.

IoP =
|G ∩ P |
|P |

(2)

We use a shared MLP to directly regress the mask em-
beddings to the corresponding IoP. The selection then can
be based on a threshold of the predicted IoPs. Due to the
heavy imbalance of IoPs, we apply a weighted L2 loss to
supervise the training as shown in Equation 3. K is the
number of mask proposals for an image, pk is the predicted
IoP for kth mask proposal and gk is the ground truth IoP.

Liop =
1

K

K∑
k=1

1

e(1−gk)
· MSE(pk, gk) (3)

3.4. Model Training

In the training process, only our proposed mask selection
modules will be fully updated. We apply LoRA to fine-tune
the LLaVA-7B model and freeze all parameters of SAM and
DINOv2. The training loss is the combination of the losses
from the IoU selection head and the IoP selection head as
shown in Equation 4, λiou and λiop are the weight for two
losses.

L = λiouLiou + λiopLiop (4)

4. LLM-Seg40K
Reasoning segmentation is a novel task and research on it is
still limited. Existing dataset [16] only contains hundreds of
images, which is quite small compared to classic segmenta-
tion datasets [9, 20, 26, 37]. Creating a large-scale dataset
is vital for the research of reasoning segmentation. This
section demonstrates a novel data generation pipeline and
new reasoning segmentation dataset, introduced as LLM-
Seg40K.

4.1. Dataset Definition

We first define the format of samples in our LLM-Seg40K.
Each image, represented as ximg , is associated with
multiple text and segmentation pairs {xtext, yseg}. For
each pair of {xtext, yseg}, xtext is a question targeting one
or more objects in the image, and yseg is a binary mask
corresponding to the answer to xtext. The question should
require basic knowledge and reasoning to identify the target
within the image correctly. For example, instead of asking
”Where is the headphone in the image?”,
the question in LLM-Seg40K should be ”Among all
the electronic devices shown in the
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image, which object could a person use
to listen to music without disturbing
others?”.

4.2. Data Generation Pipeline

4.2.1 Data Sources

Manually annotating questions and segmentation is time-
consuming and expensive. Therefore, we reuse the existing
image segmentation from LVIS [9] and EgoObjects [38] to
construct our new dataset. Combining high-quality pho-
tographic images (from LVIS) and egocentric images can
improve the diversity of our dataset and better reflect real
applications such as robotics and virtual assistance.

For the LVIS dataset, we notice a dilemma between the
diversity and complexity of the images. Images with many
segmentation categories tend to concentrate on indoor and
street scenes. To balance between diversity and complexity,
we sample images from the two simple and complex images
differently. In our definition, simple images should have at
least 2 but fewer than 6 different categories and complex
images should have more than 5 categories. We randomly
sample 6000 images from simple images and 4000 images
from complex images.

For the EgoObjects dataset, We randomly sample 3000
images among images containing more than 2 categories. In
addition, We apply SAM to convert the original bounding
box annotation to binary segmentation for sampled images.

4.2.2 Prompt Engineering of GPT-4

In this work, we utilize the text-only ChatGPT-4 to
generate high-quality questions for reasoning segmenta-
tion. To help ChatGPT-4 understand the image, The
first step is to convert the images to text. Our
pipeline applies the LLaVA-v1.5-13B model [22] to gen-
erate the image descriptions. We query LLaVA with
the prompt: “Please describe the content in
this image within 10 sentences.”. All im-
ages are processed independently with single-turn conver-
sation.

After converting images to text, we can make use of the
text-only ChatGPT-4 to generate high-quality questions for
reasoning segmentation. We carefully design the prompt
template and apply in-context learning to help ChatGPT-4
produce the desired output. The prompt template can be di-
vided into three parts. In the first part, we tell the ChatGPT-
4 to play the role of a professional image annotator and
specify the requirements of generated questions. In the sec-
ond part, the template provides an example of the questions
and format. In the last part, we construct our queries using
the same structure as the example. The image description
for < summary > comes from a LLaVA-v1.5-13B model.
The categories for < important objects > come from the

Figure 4. The complete prompt template used to prompt the
ChatGPT-4. The example part is fixed for all the queries and we
only replace the < summary > and < important objects > which
are highlighted in red.

ground truth of the segmentation. We keep the questions
empty to let ChatGPT-4 fill it. The complete template is
shown in Figure 4.

4.3. Dataset Analysis

Our LLM-Seg40K dataset contains 14K images in total.
The dataset is divided into training, validation, and test sets,
containing 11K, 1K, and 2K images respectively. For the
training split, each image has 3.95 questions on average and
the average question question length is 15.2 words. The
training set contains 1458 different categories in total.

5. Experiments
In this section, we present the empirical results for our
LLM-Seg model and the LLM-Seg40K dataset.

5.1. Evaluation of LLM-Seg

5.1.1 Implement Details

Model Structure The vision language part in our method
is a pretrained LLaVA-lightning-7B-v1 model. DINOv2-
ViT-L is used to extract image features for mask pooling.
The feature dimension for the fusion module is set to 256.
For the IoU and IoP selection head, the MLP module has 3
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layers with dimensions [256, 64, 1].
Training Datasets We use a similar training recipe of

LISA to train our model. More specifically, the train-
ing dataset is a mixture of different semantic segmentation
datasets, referring segmentation datasets and the ReasonSeg
dataset. Details of the training recipe can be referred to [16].

Training Setting The training script is modified from
that of LISA [16]. We apply DeepSpeed [29] as the train-
ing framework and finish the training with 2 RTX-A6000
GPUs. The training consists of 5000 updating steps and it
takes 15 hours to complete. We choose AdamW [24] as
the optimizer and apply the WarmupDecayLR to adjust the
learning rate. The initial learning rate is set to 0.0001. The
batch size for a single GPU is 1 and the gradient accumula-
tion step is set to 10. For the loss function, we set λiou to
1.0 and λiop to 50.0.

Table 1. The performance of different methods on ReasonSeg
Validation split. “Use LLM” shows whether a pretrained LLM
model is included in the methods. “Zero-Shot” shows whether
the method is fine-tuned using the training split of the Reason-
Seg dataset. We mainly compare our LLM-Seg with LISA and re-
port the results of both methods under 10 epochs (default) and 20
epochs training. The results of methods without LLM and LISA
under 20 epochs training are cited from [16].

Method Use LLM Zero-Shot gIoU cIoU ncIoU
GRES [21] × ✓ 22.4 19.9 -
OVSeg [19] × ✓ 28.5 18.6 -

X-Decoder [39] × ✓ 22.6 17.9 -
SEEM [40] × ✓ 22.5 21.2 -
LISA [16] ✓ × 51.0 50.6 48.1

LISA (20 epochs) ✓ ✓ 44.4 46.0 -
LISA (20 epochs) ✓ × 52.9 54.0 -

LLaVA+GroundingSAM ✓ ✓ 47.4 34.6 34.4
LLM-Seg ✓ ✓ 47.4 35.4 43.5
LLM-Seg ✓ × 52.3 47.5 48.8

LLM-Seg (20 epochs) ✓ × 55.4 45.6 51.0

Evaluation Dataset and Mertics We evaluate our
model using ReasonSeg [16] validation split. We first use
two metrics in [16]: cumulative IoU (cIoU) and generalized
IoU (gIoU) [21] to evaluate our model. The gIoU is the
average IoU of all samples. The cIoU is defined by count-
ing the intersection and union pixels among all the samples
and then computing the intersection over the union. How-
ever, the computation of the cIoU ignores the image size,
we introduce a new metric, the normalized cIoU (ncIoU),
to provide a more comprehensive evaluation of the models.
Our proposed ncIoU standardizes the prediction and ground
truth to the same size before computation, enabling a fairer
comparison between different models.

5.1.2 Quantitative Results

We evaluate our LLM-Seg on the ReasonSeg validation
split and compare the result with other existing meth-

ods. For the methods to be compared, we take the re-
sults from [16] which includes the existing referring seg-
mentation methods and LISA itself. Besides, we also im-
plement a baseline method by combining a vision lan-
guage model and an open-vocabulary segmentation model
(LLaVA+GroundingSAM). The results of different methods
are shown in Table 1.

The baseline method is implemented based on the
LLaVA-v1.5-13B and GroundingSAM. Specifically,
we concatenate the original question with the sentence
”Please answer the question using a
word or phrase.” to prompt the LLaVA model. The
answer from LLaVA is then used as the text prompt of
GroundingSAM to generate the segmentation.

Our proposed LLM-Seg shows competitive results com-
pared with the current state-of-the-art method LISA. For the
gIoU, our LLM-Seg shows a higher gIoU under the same
evaluation settings (47.4 vs. 44.4 under the zero-shot set-
ting, 52.3 vs. 51.0 under 10 epochs training, and 55.4 vs.
52.9 under 20 epochs training). However, we also notice
the cIoU of our method is about 10 points lower than that
of LISA. We argue the low cIoU of LLM-Seg is due to
wrong segmentation for high-resolution images within the
dataset. Our method is more likely to over-segment targets,
therefore the large images will significantly affect the cIoU.
To support our argument, we compare the results of ncIoU.
We find for LISA, a more balanced method, the ncIoU is
2 points lower than the cIoU. However, the ncIoU of our
LLM-Seg is higher than the cIoU, especially under the zero-
shot setting where more mistakes exist. Under the same set-
ting, our LLM-Seg has a better performance than LISA in
terms of the ncIoU (48.8 vs. 48.1).

5.1.3 Ablation Study

Model Structure To evaluate the effectiveness of different
modules in our method, we perform ablations and report the
result in Table 2. The baseline mode contains the IoU se-
lection head only and we replace the fusion module with an
MLP layer and update the mask embedding only. Although
adding the fusion module does not help for both metrics, the
structure is necessary for adding the IoP head to the model.
For the selection heads, we notice that the single-head de-
sign cannot give optimal performance. The IoU selection
head shows a higher gIoU score while the IoP selection head
gives a better cIoU score. Combining both heads gives the
optimal performance, even though the final mask selection
uses IoP only.

Mask Selection Strategy Based on the final double-
head model structure, we experiment with different mask
selection strategies and the result is shown in Table 3. Al-
though our model predicts both IoU and IoP for all the mask
proposals, we notice that simply setting a threshold for the
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Table 2. The performance of our method under different model
structures. For the model with IoU head only, we pick the mask
with the highest similarity. For the model with the IoP head, we
pick masks based on a threshold of the predicted IoP and ignore
the prediction of the IoU head.

Model Structure gIoU cIoUFusion Module IoU Head IoP Head
✓ 49.1 31.8

✓ ✓ 48.6 28.5
✓ ✓ 51.1 43.6
✓ ✓ ✓ 52.3 47.5

predicted IoPs can give the optimal performance.

Table 3. The performance of our method using different mask
selection strategies. Top1 IoP means we only pick the mask with
the highest similarity from the IoU head. Threshold IoP means we
select all masks that have an IoP prediction above the threshold.
Top1 IoU + Threshold IoP means we add the predictions from the
above two strategies. Threshold IoP from Top5 IoU means we use
the threshold of IoP to pick masks, but only consider masks that
have top5 predicted similarities from the IoU head.

Mask Pick Up Strategy gIoU cIoU
Top1 IoU 49.6 35.4

Threshold IoP 52.3 47.5
Top1 IoU + Threshold IoP 53.8 42.2

Threshold IoP from Top5 IoU 51.4 43.6

Image Encoder We experiment with different image en-
coders for generating mask embeddings in our method. The
result is reported in Table 4. We can find that DINOv2 has a
clear advantage over SAM and CLIP for both metrics. The
gIoU of DINOv2 is 3.0 points higher than that of CLIP and
6.1 points higher than that of SAM. The performance gap
emphasizes the importance of semantic information in the
extracted image features.

Table 4. The performance of our method using different vision
backbone for the mask embedding.

Vision Backbone gIoU cIoU
DINOv2 (ViT-L) [27] 52.3 47.5

CLIP (ConvNext-Large) [12] 49.3 44.5
SAM (ViT-H) [14] 46.2 44.7

5.1.4 Qualitative Results

We visualize some cases of the ReasonSeg validation split.
Figure 5 shows some success cases of our method. Al-
though LISA can give the correct segmentation target, the
segmentation quality is lower than that of our LLM-Seg. By

comparison, our LLM-Seg keeps the SAM intact and main-
tains the quality of segmentation masks

We show some failure cases of our LLM-Seg in the sup-
plementary material. One limitation of LLM-Seg is the
false positive during mask selection. Because LLM-Seg se-
lects masks with a fixed threshold for the predictions, it is
more likely to select a false mask with a large area. The
false segmentation area is also consistent with the low cIoU
in Table 1.

5.2. Benckmark on LLM-Seg40K dataset

We further evaluate different methods using our LLM-
Seg40K dataset. The evaluation metrics are similar to Sec-
tion 5.1.1, but we remove the ncIoU due to the small vari-
ance of image sizes within our dataset. The result is shown
in Table 5 and we visualize some examples in Figure 6.

5.2.1 Implement Details

We implement the following methods to evaluate the per-
formance on the LLM-Seg40K validation set:

GRES: We choose GRES [21] as one example of the
referring segmentation method. The backbone of the model
is Swin-Base. The evaluation is performed in a zero-shot
manner using the released checkpoint.

LISA: We use the LISA-7B-V1 [16] model for evalua-
tion under two different settings. Under the fully supervised
setting, we fine-tune the model using the LLM-Seg40K
training split. We maintain most of the training settings of
the original LISA. The learning rate is set to 3e−5 (1/10 of
the original learning rate), and the batch size is reduced to
20 due to the limited GPU resources. The fine-tuning has
2500 updates in total.

LLM-Seg: For evaluating our proposed LLM-Seg
model, we use the checkpoint under 10 epochs training in
section 5.1.2. Under the fully supervised setting, the learn-
ing rate is set to 1e−5. The batch size and number of updates
are the same as LISA.

Table 5. The benchmark of different methods on the validation
split of the LLM-Seg40K dataset. “Use LLM” shows whether a
pretrained LLM model is included in the methods. ”Zero-Shot”
shows whether the method is fine-tuned using the training split of
the LLM-Seg40K dataset.

Method Use LLM Zero-Shot gIoU cIoU
GRES [21] × ✓ 14.16 15.90
LISA [16] ✓ ✓ 33.19 37.97

LISA ✓ × 37.59 48.49
LLM-Seg ✓ ✓ 36.02 39.42
LLM-Seg ✓ × 45.47 54.18
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Figure 5. Visual comparison of LLM-Seg (ours) with the SOTA methods. Our LLM-Seg shows high-quality segmentation results even for
multiple instances.

Figure 6. Visual comparison on our LLM-Seg40K validation split. For LISA and LLM-Seg, results are from the fine-tuned model.

5.2.2 Analysis

Table 5 shows that our LLM-Seg achieves state-of-the-art
performance for both metrics under the fully-supervised set-
ting. For the zero-shot setting, our LLM-Seg still shows
higher scores than LISA. In addition, we notice that af-
ter fine-tuning using the training split of LLM-Seg40K,
both LISA and LLM-Seg show performance improvement.
However, the improvement of LLM-Seg is much larger than
that of LISA. One reason is that unavoidable errors in our
dataset bring harm to the training of the mask decoder in
LISA. By comparison, the masks of our LLM-Seg are gen-
erated by a frozen SAM model. The errors in the training
set will not affect the segmentation quality in our method,
resulting in a higher performance boost after fine-tuning.

This result also verifies the robustness of our LLM-Seg.

6. Conclusion
Our work studies the reasoning segmentation from two as-
pects: the method and the dataset. Our LLM-Seg epito-
mizes a two-stage method, decoupling the reasoning and
segmentation processes to maintain the segmentation qual-
ity. Empirical results, both qualitative and quantitative, un-
derscore our LLM-Seg’s competitive performance against
current state-of-the-art methods. For the dataset part, we
propose a novel pipeline and LLM-Seg40K dataset. The
experiments show our pipeline can automatically generate
high-quality question-segmentation pairs and is useful for
model training and validation.
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