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Abstract

This paper introduces a new approach for food image
segmentation utilizing the Segment Anything Model (SAM),
with the additional refinement achieved through fine-tuning
with Low-Rank Adaptation layers (LoRA). The segmenta-
tion task involves generating a binary mask for food in RGB
images, with pixels categorized as background or food. We
conduct various experiments to assess and compare the
performance of our proposed method with previous ap-
proaches. Our findings indicate that our method consis-
tently outperforms other techniques, achieving an accuracy
of 94.14%. The improved accuracy of our approach high-
lights its potential for various applications in food image
analysis, contributing to the advancement of computer vi-
sion techniques in the realm of food recognition and seg-
mentation.

1. Introduction
In recent years, significant advancements have been made
in the field of computer vision, particularly in the domain
of image segmentation [5, 7, 9, 12]. This progress is driven
by the growing importance of accurately segmenting ob-
jects within images, given its wide-ranging applications
from object recognition to scene understanding [6, 15, 18].
Among these applications, the segmentation of food images
stands out as a crucial domain with profound implications
for health, nutrition, and sustainability [1, 22, 25, 26]. Food
image segmentation involves accurately delineating food
items within images, and it holds immense promise for rev-
olutionizing dietary analysis, food recognition, and culinary
innovation.

The accurate segmentation of food images presents
unique challenges due to the diverse shapes, textures, and
colors of food items, as well as variations in lighting
and background clutter [17, 18]. Traditional segmenta-
tion methods often struggle to capture the intricate de-
tails of food items, leading to inaccuracies and inefficien-

cies [4, 16]. Therefore, there is a pressing need for advanced
techniques that can effectively address these challenges and
deliver precise segmentation results.

In this paper, we present a novel approach to tackle the
challenges of food image segmentation by leveraging recent
advancements in deep learning and fine-tuning techniques.
Our proposed method integrates state-of-the-art deep learn-
ing models with fine-tuning strategies tailored specifically
for the task of food image segmentation. By utilizing the
power of deep learning and fine-tuning, our goal is to en-
hance both the efficiency and accuracy of food image seg-
mentation, thereby paving the way for transformative appli-
cations in nutrition analysis, culinary innovation, and sus-
tainable food practices.

This paper introduces a novel approach for food image
segmentation, leveraging the well-performing Segment Any
Thing (SAM) model and fine-tuning through Low-Rank
Adaptation layers (LoRA). To improve the performance of
our segmentation model, we adopt a strategy of freezing
the SAM model and integrating Low-Rank Adaptation lay-
ers for fine-tuning. This utilization of the SAM model,
combined with Low-Rank Adaptation layers, enhances both
the efficiency and accuracy of the segmentation process for
food images. Through quantitative and qualitative evalua-
tion, we demonstrate the effectiveness of our approach in
generating precise segmentation masks for a wide range of
food images.

2. Dataset
To fine-tune the proposed model, we utilized the
dataset presented in [4], which combines two existing
datasets; FoodSeg103 (FS103)[23] and UECFoodPixCom-
plete (UEC)[19] of labeled food images. Both datasets,
FS103 (7,118 images) and UEC (10,000 images) contain
8-bit RGB images and corresponding pixel-wise labels of
food(s) stored as an 8-bit integer value. These datasets
were combined and simplified by first transforming the 8-
bit labels to binary labels (0=not food; 1=food) and then
re-scaling and cropping to 224×224-pixel squares. The re-
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Figure 1. Images and labels from two multi-class datasets (FS103 and UEC) are binarized, cropped, and combined, resulting in a dataset
of 17,118 224×224-pixel square 8-bit RGB images and corresponding binary pixel-wise labels (0=not food; 1=food).

sulting dataset contains 17,118 8-bit RGB images with as-
sociated binary pixel-wise labels (Figure 1).

3. Previous work

Recent work in food segmentation has focused on vari-
ous attention mechanisms. Sharma et al. [21] developed
GourmetNet architecture that combines channel attention
and spatial attention for semantic segmentation. Dong et
al. [10] proposed a cross-spatial attention module in which
contextual information is combined by cross-calculation
and a channel attention module selectively highlights cer-
tain features. Another study explored an attention-guided
approach for simultaneous food type and food state recog-
nition [4]. Alahmari et al. used DeepLabv3+ [8] CNN ar-
chitecture to generate binary food masks and direct the at-
tention of a second architecture for indicating food type and
state. This approach outperforms the previous non-attention
approach [2].

The Segment Anything Method (SAM) [12] has also
been employed for food image segmentation. In a study by
Lan et al. [13], SAM on its own failed to accurately cate-
gorize food items, but the authors demonstrated a zero-shot
framework called FoodSAM that combines semantic masks
and SAM-generated binary masks to improve semantic seg-
mentation.

In a recent study by Yin et al. [24], SAM was employed
alongside a large multi-modal model to address text-based
queries related to food images. SAM served as a trainable
segmentation decoder. In our methodology, our primary fo-
cus is segmenting food pixels from background pixels in
food images. To achieve this, we fine-tuned SAM utilizing
the LoRA technique outlined in Section 4.
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Figure 2. An illustration of LoRA approach for augmenting the
original weights with low-rank weight matrices A and B.

4. Method
In this section, we illustrate low-rank adaption (LoRA) for
less computation requirement and fast fine-tuning of large
foundation models such as SAM. Furthermore, we explain
our fine-tuned method for food image segmentation.

4.1. Low-rank Adaption (LoRA)

Since Large Language Models (LLMs) and Vision Trans-
former (ViT) are large models, fine-tuning these models re-
quires significant computation resources. Accordingly, the
Low-rank adaption (LoRA) technique was proposed to ac-
celerate the fine-tuning of LLMs or ViT models by modi-
fying the pre-trained models during fine-tuning [11]. This
approach freezes the original model’s weights, W , and in-
stead of updating all the weights ∆W during backpropa-
gation, only a set of the weights is updated A.B with a
hyper-parameter r for the inner dimension of the two ma-
trices A.B. The new weights are concatenated on top of
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Figure 3. An overview of SAM with LoRA approach for fine-tuning. The input images were fed to a frozen weights SAM, where branches
were added for LoRA (trainable weights). The image embeddings and prompts are used as input to the mask decoder which generates the
masks.

the original pre-trained model during inference. In Fig-
ure 2, we provide an illustrative example of the LoRA ap-
proach, where W pre-trained model is frozen, and trainable
weight matrices A and B are added and adjusted during
fine-tuning.

4.2. Fine-tuning Segment Anything Model (SAM)

Given a food image x ∈ Rh×w×c, where h and w are the
height and width of food image x, and c is the number of
channels. In our dataset h = 224, w = 224, and c = 3
(RGB images). The goal is to generate a binary segmenta-
tion mask ŷ for the food present in x, where the resolution
of ŷ is h × w. Each pixel in the segmentation mask y and
ŷ belongs to predefined categories y = y0, y1, where y0 is
the background class and y1 is the food class. The aim is
to learn a function ŷ = f(x|θ, y) for food segmentation,
where y is the ground truth mask. Each pixel in the y mask
is either background or foreground (i.e., binary mask). Fur-
thermore, the weights θ are for the SAM pre-trained model
to be fine-tuned using the LoRA approach.

As illustrated in Figure 3, our approach is inspired by
[27], where SAM model is adopted (SAM ViT b)1 and was
set as non-trainable (frozen), where LoRA approach is used
for bypass connection to each transformer block. The LoRA
approach transforms the transformer weights representa-
tions to a low-rank space and re-projects to align with chan-
nels in the frozen transformers block. During training, we
fine-tune default prompts embedding and image embedding
for learning to segment food in RGB images. The mask
decoder is a lightweight transformer that was fine-tuned

1The SAM pre-trained model can be accessed using this link

without LoRA layers, and with default prompts embedding.
The fine-tuning process was done for 200 epochs, where
the fine-tuning approach took about 206 minutes on the
NVIDIA GeForce GTX 1080 card. Fine-tuning SAM using
AdamW optimizer [14] was performed, where the learning
rate was set to 0.005. Additionally, we have used deter-
ministic settings as in [3]. The loss function for fine-tuning
SAM pre-trained model using LoRA is cross entropy and
dice coefficient of the binary mask segmentation as shown
in Equation 1, where CE is the cross-entropy loss, DC is
the dice coefficient loss, ŷ is SAM generated mask, y is the
ground truth mask, and λ1 = 0.2 and λ2 = 0.8 are loss
weights for balancing both terms of the loss.

After fine-tuning SAM, a weight A.B matrix is used on
top of pre-trained model weights W for obtaining segmen-
tation masks in the inference stage. The total time taken for
generating the binary masks for food images of 3424 in our
test set is 30 minutes using the same graphics card.

L = λ1CE(ŷ, D(y)) + λ2DC(ŷ, D(y)) (1)

The fine-tuning of SAM using the LoRA approach was
done using the dataset described in Section 2 for 200
epochs, where the training set has 10156 images, and the
testing set has 3424 images. To evaluate the fine-tuned
SAM model, we have used pixel accuracy metric, Intersec-
tion over union (IoU) metric, and Dice coefficient as shown
in Equations 2, 3, and 4 respectively, where y is the ground
truth mask and ŷ is deep learning generated mask.

accuracy(%) =

∑n
i=0

∑m
j=0(y(i,j) == ŷ(i,j))

n×m
(2)
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Method Accuracy (%) (IoU) Dice coefficient
U-Net (trained from scratch) [20] 77.63 0.647 0.759
DeepLabv3+ (trained from scratch) [8] 92.54 0.863 0.918
SAM (pre-trained) + zero-shot prompt (total of 75 coordinates)* 77.50 0.672 0.780
SAM (pre-trained) + zero-shot prompt (Bounding Box)* 78.94 0.690 0.790
SAM fine-tuned using LoRA approach (ours) 94.14 0.888 0.935

Table 1. Summary of SAM fine-tuned model using LoRA approach compared to SAM model prompted using coordinates and bounding
box and segmentation performance of U-Net and DeepLabv3+. The star (*) indicates that the model was not fine-tuned in our dataset. The
bolded results represent the highest accuracy achieved on the dataset.

IoU =
y ∩ ŷ

y ∪ ŷ
(3)

Dice = 2× y ∩ ŷ

y ∪ ŷ
(4)

5. Results and Discussion
We have compared the results of fine-tuning SAM using the
LoRA approach with U-Net and DeepLabv3+ models that
we have trained and tested in the same training and testing
splits. Furthermore, we have compared the performance of
the fine-tuned SAM model in food images with the SAM
model that was not fine-tuned but rather prompted using a
different number of coordinates and bounding box prompts.

The results of fine-tuning SAM using the LoRA ap-
proach showed superior results compared to SAM without
fine-tuning (paper under review). The accuracy of fine-
tuning SAM using the LoRA approach is 94.14%, the inter-
section of union (IoU) is 0.888, and the Dice coefficient is
0.935. For comparison with the results of our previous pro-
posed approach (under review), We have compared the fine-
tuned SAM model’s results with the U-Net and DeepLabv3
on the same split of data. Furthermore, we have com-
pared the fine-tuned SAM model’s model’s results with the
original SAM model (without any fine-tuning) with visual
prompting such as coordinates and bounding box prompts.
The results of trained U-Net on the same test data is 77.63%,
the IoU was 0.647, and the dice coefficient was 0.759. The
results of trained DeepLabv3+ on the same test data was
92.54%, the IoU was 0.863, and the dice coefficient was
0.918. The previous work (paper under review) used only
visual prompts by using points coordinates or bounding box
prompts for obtaining segmentation masks from pre-trained
SAM image encoder and mask decoder (without any fine-
tuning) which is indicated by star (*) in Table 1.

In Figure 4, we provide a comparison between the fine-
tuned SAM model on food images (ours) to previously pro-
posed approaches such as U-Net, DeepLabv3+, SAM with
bounding box prompting (without fine-tuning), and SAM
with coordinates prompting (without fine-tuning). The seg-
mentation of our fine-tuned SAM model showed the best

segmentation results compared to the other approaches.
Furthermore, our model is robust and showed good per-
formance compared to DeepLabv3+ in the middle column,
where DeepLabv3+ was confused with the flower painted
in the dish, however, fine-tuned SAM was not confused by
irrelevant features in the images.

6. Conclusion
This paper presents an innovative approach to food image
segmentation, integrating the Segment Any Thing (SAM)
model with Low-Rank Adaptation layers (LoRA) to en-
hance accuracy and efficiency. Through extensive exper-
iments, we have demonstrated the effectiveness of our
method in addressing the challenges posed by diverse food
images. Our approach outperforms existing techniques, of-
fering precise segmentation crucial for applications in di-
etary analysis, food recognition, and culinary innovation.
This work contributes to advancing food image segmenta-
tion techniques and holds promise for diverse applications
in the nutrition and culinary fields. Future research endeav-
ors could further enhance the method and explore its appli-
cability in real-world scenarios.
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