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Abstract

Monitoring dietary intake is a crucial aspect of promot-
ing healthy living. In recent years, advances in computer
vision technology have facilitated dietary intake monitor-
ing through the use of images and depth cameras. However,
the current state-of-the-art image-based food portion esti-
mation algorithms assume that users take images of their
meals one or two times, which can be inconvenient and fail
to capture food items that are not visible from a top-down
perspective, such as ingredients submerged in a stew. To
address these limitations, we introduce an innovative so-
lution that utilizes stationary user-facing cameras to track
food items on utensils, not requiring any change of camera
perspective after installation. The shallow depth of utensils
provides a more favorable angle for capturing food items,
and tracking them on the utensil’s surface offers a signif-
icantly more accurate estimation of dietary intake without
the need for post-meal image capture. The system is re-
liable for estimation of nutritional content of liquid-solid
heterogeneous mixtures such as soups and stews. Through
a series of experiments, we demonstrate the exceptional po-
tential of our method as a non-invasive, user-friendly, and
highly accurate dietary intake monitoring tool.

1. Introduction

Most existing solutions in the market for nutritional intake
estimation rely on self-reporting. However, nutritional in-
take data are often not entered immediately and the esti-
mated values often have large errors that can reach up to
400% when recalling intake after 24 hours [2]. Researchers
have also found that self-reporting often leads to biased en-
tries, where healthy foods are reported in larger amounts
than unhealthy foods [13, 17]. It is also not be feasible for
many elderly individuals or children to manually create a
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data entry in a tracking system before or after each meal
[4].

Several alternative nutritional intake measurement ap-
proaches not involving self-reporting have been suggested
over the years. Many approaches can be broken into
three stages - food image classification and segmentation,
food volume estimation, and nutritional content estimation
[9, 14, 19,23, 24, 27]. Among these stages, food volume es-
timation poses a particular challenge. It can be divided into
5 major types or approaches: 3D reconstruction, depth cam-
era, multiple-view images, reference objects, model-based.
[14, 24].

Estimation of nutritional content from photo or depth-
camera captures of plates introduces two fundamental is-
sues. Firstly, the depth of a dish might pose a problem for
the camera to detect chunks of food in fluid media such as
soups [23]. Secondly, the individual consuming the food
does not in all cases consume the entirety of the portion.
Due to aging-related ailments this is especially common for
elderly individuals [11]. Furthermore, certain food items
such as soups are non-homogenous mixtures of solid ob-
jects occluded partially or fully by the liquid in which they
are suspended. This creates a particular challenge for accu-
rate volumetric estimation of each of the fractions in such a
non-homogenous system.

We propose a method of nutritional intake tracking
which revolutionizes the modality of tracking and addresses
the designer biases encoded in currently available nutri-
tional content estimation methods. The general outline of
the pipeline we propose (Figure 1) is similar to most works
that begin by using instance segmentation followed by food
classification and volume recognition [9, 14, 19,23, 24, 27].
We introduce an innovative solution that utilizes stationary
user-facing cameras to track food items on utensils, not re-
quiring any change of camera perspective after installation.
The shallow depth of utensils provides a more favorable
angle for capturing food items, and tracking them on the
utensil’s surface offers a significantly more accurate esti-
mation of dietary intake without the need for post-meal im-
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Figure 1. Summary of the pipeline. Videos are processed either by Grounding DINO and HQ-SAM or a VOS model (XMem). VOS
requires single-frame priming, which is conducted using a single segmentation instance from HQ-SAM. Segmented frames are then filtered
by Algorithm 1 and three different methods of volumetric estimation are evaluated.

age capture. The system is reliable for estimation of nutri-

tional content of liquid-solid heterogeneous mixtures such

as soups and stews. We test our approach on 10 short videos

of moving rice on a spoon, the results of which we present in

this paper, and obtain 21.9% MAPE (Mean Absolute Per-

centage Error) across the 10 videos on our best method.
Our contributions include:

1. A solution to the problem of estimating the volume of
occluded food, by estimating the volume of food on
utensils in videos.

2. A model-based approach to perform the food volume es-
timation directly on the utensil used by the subject in a
video capture.

3. A novel algorithm to filter out spurious segmentation
frames in the video capture of an individual consuming
food.

2. Related Work

Several methods have proven to be useful in the context of
nutritional content and intake estimation. Reiterating the
taxonomy defined by Sultana et al. [24], the methods in-
clude 3D-reconstruction, depth-camera-based approaches,
multi-angle camera view approaches, reference objects,
model-based approaches and tracking from photo captures
[9, 14, 24, 27].

In 3D Reconstruction, various methods such as SLAM

[5, 6] are used to construct a 3D mesh of a captured food
item from camera captures. Specifically, SLAM-based
methods leverage visual odometry to approximate camera
pose using keypoint features between multiple views and
a number of corrective methods are administered to cre-
ate a 3D representation of a scene [60]. Furthermore Gao et
al. [6] use convex hull algorithm for surface reconstruction
and propose an outlier-filtering algorithm which corrects the
point-cloud representation.

Fundamentally, depth-based methods are similar to 3D
reconstruction methods. However, no depth estimation
needs to be performed, since the depth information is cap-
tured using a depth camera. A depth map is directly used to
generate a point-cloud. Recently, deep learning approaches
involving volumetric estimation using a point-cloud con-
structed with depth information have been introduced [16].
Recent works explore comprehensive 3D-model datasets of
food items obtained using off-the-shelf hardware supporting
direct depth capture and software facilitating construction
of 3D meshes [26]. Fewer methods focus on live tracking
of the subject while they are consuming food. The availabil-
ity of RGBD cameras on the consumer market with devices
such as XBox Kinect has prompted several researchers to
explore the possibility of tracking nutritional intake from
hand and face movements [4]. Kassim ef al. have developed
a highly-accurate system for bite counting using a Kinect
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XBox Camera using hand and jaw movement tracking sys-
tem [1].

In methods based on multi-angle camera views, stereo-
matching is first conducted to match features between mul-
tiple camera views. Camera position and angles are known
and are used in the process. Subsequently, a point cloud
is generated, which is then used to compute the volume by
creating a mesh or using specific inference rules.

Reference objects are also used to address the problem of
estimating real-world dimensions of the food item presented
in the scene. Several kinds of reference objects have been
used thus far, including the size of the bowl [10] or the size
of a thumb in a single photo [18].

Lastly, some works use a model-based approach, where
certain predefined 3D shapes are considered, such as a
sphere or a cylinder that are subsequently fit to each de-
tected food instance. Some methods propose fitting a wire-
mesh model onto the food item [25]. This method simpli-
fies the volume computation greatly as it eliminates costly
calculation of volumetric approximations using integral cal-
culus methods, often at the cost of some inductive bias in-
corporated into the estimation method. For example, [25]
assumes a top-down view of the food item and does not per-
form automatic detection of the food type associated with
the objects present on the plate.

Some methods also explore photo-capture-based ap-
proaches [7, 20-22, 28]. Zhu et al. propose a data collec-
tion modality, where two photos are taken, one pre-meal
and one post-meal, in order to estimate how much food has
been consumed [28]. Video-based tracking are superior to
photo-based methods when addressing object occlusion due
to the availability of a larger number of frames.

Several methods focus on video-based tracking. It is
worth noting that prior works involving utensil tracking in
particular originally focused on the idea of bite-counting,
where a counter is increased upon the subject placing a por-
tion of food in their mouth. Using RGB video capture Hos-
sain et al. have developed a model for automated counting
of bites and chews from a video capture [8] leveraging affine
optical flow to track the rotational movements of pixels in
the regions of interests (ROI). However, works such as [8]
do not consider the fact that not all bites may equivalent.
For example, one spoonful of soup can consist of only lig-
uid or have one or more pieces of solid food of different
nutritional density and different content present on it.

3. Methodology
3.1. Overview

Our work focuses on videos and only analyzes the food on
the utensil, rather than the entire container. It is probable
that the video doesn’t immediately depict the subject using
a utensil with food on it, ready for consumption. Addition-

ally, subjects often perform other tasks such as talking or
watching a video during meals, resulting in an indetermi-
nate gap between placing food on their utensil for volume
estimation. This motivates the idea of filtering for frames in
a video capture which do depict the subject holding a uten-
sil with food on it prior to beginning our volume estimation.
We thus add a key-frame detection step after the segmenta-
tion step, that serves as a start and end time for the volume
estimation step.

For time efficiency, we select only one in 5 frames, as we
find experimentally that this level of down-sampling does
not negatively impact our results.

Our pipeline depicted in Figure 1 consists of three key
steps: Zero-Shot Spoon Detection and Segmentation, Key-
Frame Detection, and Volume Estimation.

3.2. Zero-Shot Spoon Detection and Segmentation

One naive approach is to use zero-shot detection and seg-
mentation models to segment utensils each frame. However,
the resulting segmentations are inconsistent across consecu-
tive frames (as shown in Figure 2 ) Instead, we segment and
track. The first step in our approach is to segment the video
frames to find the food and utensil segmentation masks.

In order to perform this step, we evaluated two ap-
proaches, the first using an instance segmentation model
treating each frame independently, and the second being
Video Object Segmentation.

For the first approach, we use Segment Anything in High
Quality (HQ-SAM) [12]. Due to the large variety of possi-
ble food types, it is an important consideration to choose a
segmentation model that can segment several types of food.
Furthermore, the size of the utensil and the food on it will
usually constitute a small part of each frame in our videos.
We therefore also require that a model that has a strong abil-
ity to detect well defined boundaries of object instances.
HQ-SAM has been selected due to strong zero-shot perfor-
mance and its sharpness of output segmentation masks. The
benefit of such an approach is that it doesn’t depend on the
initial segmentation such as in Video Object Segmentation
that could be of a really poor quality.

To obtain the instance segmentation from HQ-SAM, we
prompt the model using bounding boxes obtained from
Grounding DINO as it allows us to use text to prompt the
model directly [15] without the necessity of training a cus-
tom object detector. We use text-prompts in order to obtain
bounding boxes for the objects in the scene in a zero-shot
manner. These bounding boxes are subsequently fed-into
HQ-SAM to obtain zero-shot segmentations. It further al-
lows us to select the cutlery and any other types of instances
that we require. For our model and the detection-and-
tracking dataset, the prompts are ”Food”, "Face”, ”Spoon”,
”Fork”. The usage of "Face” is important for the Key Frame
detection algorithm we propose.
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A combination of Grounding DINO and HQ-SAM is
thus used to segment every selected frame. However,
HQ-SAM is a large model with 2.45B total parameters
which makes it resource-intensive. Furthermore, treating
the frames independently doesn’t use the temporal relation
of adjacent frames. We also observe that this approach leads
to several spurious segmentations. For example in several
frames, the subject is classified as food along with the uten-
sil.

To address these problems, we propose the usage of
video object segmentation (VOS). Specifically, we propose
XMem model [3], as it is efficient, and is robust to occlu-
sions [3]. In order to obtain the initial segmentation for
VOS, we leverage HQ-SAM as before and we segment each
frame. Once the key-frame detection algorithm identifies a
key-frame, where the estimated volume is reasonable, we
supply that frame to XMem, which is then used to segment
subsequent frames in the capture. Not only is this approach
faster, this leads to fewer spurious segmentations as well.
We present Mean Intersection over Union (MIoU) scores
for both approaches in Table 2.

3.3. Key Frame Detection

Several challenges are inherent to the approach of volumet-
ric estimation on utensils. Most videos have several frames
containing utensils. However, only select keyframes can
be used for food portion size estimation. Keyframes need
to be selected according to the 6D-pose of the utensils and
their position relative to the hands. Often occlusions can be
observed, e.g. when the food container occludes the uten-
sil from the view, and instance confusion, e.g. when the
food is being picked up and the food instance on the utensil
shares the same segmentation mask as the food in the con-
tainer. Furthermore, there may be many utensils present in
the view.

(a) Bowl Segmented as
food food

(b) Hand Segmented as  (c) Person Segmented

As Food

Figure 2. Examples of misclassified segmentation masks. In (a)
the bowl has been improperly segmented as food. In (b) the hand
has been improperly segmented as food. In (c) the independent
frame segmentation method has mistakenly classifier the person
as food!

Therefore, to estimate the volume accurately, we need

to ensure that the food is on the fork or spoon and that the
utensil is visible in the first place. To identify this instance
in time, we select the spoon and fork instances with the
highest confidence as per HQ-SAM’s predictions. Then, for
each segmented food instance thus obtained, we compute
the distance of the food instance’s centroid to the centroids
of the highest-confidence spoon/fork instances, and pick the
spoon/fork instance with the shortest distance. With the two
pairs of (food, spoon) and (food, fork) instances, we select
the pair that is closer to the individual’s face. We provide an
example in Figure 2, where we see a woman holding a fork
with spaghetti on it, and a spoon lying next to her. In this
particular case, the fork with the spaghetti on it will be the
pair considered for volume estimation, and the spoon will
be ignored. In order to identify the correct instance of cut-
lery holding the food, which is about to be eaten, we note
also that in most scenarios, only one piece of cutlery is lifted
up with food on it. This is also brought towards the mouth
for consumption (Figure 2). As a result, there is a point
when the food on the spoon is sufficiently above the plate
to avoid confusion between food instances. To quantify this
point, we compute the distance between the centroid of the
face of the person and the cutlery, and if it is below a cer-
tain threshold (currently 50% of the image height for our
dataset), then we compute the volume. Notably, this also
improves the quality of the HQ-SAM segmentation in both
approaches.

3.4. Volume Estimation

Once utensil instance has been detected and segmented in
the video, we can estimate the portion size of the food on
the spoon based on their shapes observed in the key frames.
We use three different 3D shapes: Prisms, Ellipsoids, and
Hemispheres. We chose these shapes for their simplicity,
given the limited general range of foods that can be fit on a
utensil.

All of our methods use the mask of the food instance to
determine the volume of the food rather than the mask or
the length of the spoon. As a result, our volume estimation
method dynamically adjusts to situations where the food on
the utensil is of a different size or shape and fills a small
portion of the spoon.

In all cases we assume width of the spoon as 3.81 cm,
which corresponds to the average table spoon width that we
have obtained from physical measurements.

Approach 1: Prism Approximation: Treating the por-
tion of food on the cutlery as a prism shape. If we estimate
the per-pixel length for all pixels in the food instance, as
well as estimate or measure the depth of the food portion
instance, we compute the real area of the food instance and
then multiply it with the width of the spoon. The prism
shape is shown in Figure 3a. While a typical food instance
on a spoon looks like an ellipsoid (Figure 3b), this approach
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(a) Prism Shape Fitting

(b) Hemisphere Shape Fitting

(c) Ellipsoid Shape Fitting

Figure 3. The different shape fittings. In (a) the prism shape that is fit based on the average depth set as an assumption 3.81 cm for a spoon,
the parallel sides of the prism being the food segmentation masks themselves. (b) shows the hemisphere fit based on the area. Both (a),
(b) do not consider the curved bottom part of the spoon as the excess volume included in the fitted curves accounts for this. (c) shows the
ellipsoid model where we compute the length and width of the segmentation to find the ellipsoid’s axis lengths. We add the volume of the

bottom part of the spoon which is assumed to be 5 cm?®

ignores the volume in the bowl of the spoon, which we fac-
tor as part of the excess volume predicted.

Approach 2: Hemisphere Approximation Most food
portions on a spoon or fork are not ideal prisms. In fact, on
a spoon, they are usually irregular, but often can be approx-
imated using a hemisphere. In this approach, we find the
per-pixel area for the food instance. Approximating the in-

1th

stance as a hemisphere, we treat the portion visible as 7 of

the surface of a sphere, meaning that the area of the food in-
3

stance mask is 772 and the volume of the food thus is %7‘(‘7“ .
Similarly to Prism Approximation, we ignore the volume of
the spoon bowl, since the hemisphere method tends to cap-
ture excessive volumes.

Approach 3: Ellipsoid Approximation Another
method for approximating is to assume that the food on the
spoon is an ellipsoid. We can then compute the volume of
the ellipsoid by computing the length of the food instance,
as well as it’s height. For the spoon bowl volume, we take
a constant surplus volume value of 5 cm? which we found
by measuring the volume of water we can fit in an average
table spoon. As shown in Figure 3c, we see that an ellipsoid
tends to closely fit to the food instance on the spoon, and
doesn’t have much excess volume, which necessitates the
addition of the 5 cm3 in volume to the final prediction.

In order to estimate the volume directly from the seg-
mentation we must use some general facts about our uten-
sils as well as the method with which they are used.

We require a reference point in our image to estimate
the dimensions of the food instance. To do this, we use
the fact that most table spoons or forks have approximately
the same size and dimensions for the same parts. Further-
more, in a video taken by a front-facing camera, people of-
ten hold the spoon/fork parallel to the camera frame (Figure
2a,c, 4). Although we assume spoon sizes to be consis-
tent in world-dimensions, the per-pixel length of the spoon
can be different in each frame due to changes in perspective
and distance to the camera lens. We are therefore searching

for a mapping from pixel-size to the real-world size of the
spoon. Thus, we estimate the per-pixel length by identify-
ing the endpoints of the bowl in a spoon-instance mask or
the tip of the fork and the start of its neck, and we can use
the average length of these parts of the cutlery to obtain a
reference per-pixel length for the food, as the food is also
in the same plane as the cutlery. Using a per-pixel map-
ping to the real length, we can work with foods that do not
fully fill the spoon/fork as we can compute their dimensions
independently of the portion present on the utensil.

To compute the per-pixel length of the food instance, us-
ing the total length of the spoon or fork is not ideal because
the handle is often occluded by the subjects hand, which
prevents us from getting a reliable utensil length in terms of
pixels. We instead note that the part of the utensil on which
the food is placed, i.e., the length of the bowl in a spoon, or
correspondingly the distance of the point of the fork to its
neck is fully visible in most frames. We thus seek to com-
pute the length of this portion in pixels in order to find the
desired per-pixel mapping to real length.

We make the further observation that in most spoons,
there is a bend at the neck of the utensil. We leverage this
abrupt change in angle to identify the bowl of a spoon or
the portion between the point of the fork to its neck. We
determined the angle of bend is 30 degrees for a spoon and
15 degrees for a fork. We found this by measuring the angle
of the bend at the neck of a number of off-the-shelf spoons
and forks which were readily available for purchase in local
stores. We have found that the angle of the bend (blue angle
in Figure 5) is approximately 30 degrees for a spoon and 15
degrees for a fork.

To compute the point of the bend, we fit a curve on the
top surface of the utensil’s segmentation mask and traverse
the curve until we find the first point at which the gradient
of the curve has an angle larger than 15 degrees for a spoon,
or larger than 7 degrees for a fork. Once we find this x co-
ordinate in our image, we use it along with the x-coordinate
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Figure 4. Representation of the spoon in different frames of a video capture of a subject eating. Captures similar to this have been used to
test the utensil tracking and volumetric estimation accuracy of our proposed approach.

Le ngth Uséd
Reference ¢

Figure 5. Illustration of the reference length computation. We use
the top curve of the spoon to find the first point from the tip of the
spoon at which the slope of the curve is more than 15 degrees. In
this diagram, the angle in blue is 30 degrees

of the other end of the bowl of the spoon or tip of the fork
to measure its pixel length, as shown in Figure 5. Note that
we take lower thresholds of 15 and 7 degrees respectively
instead of 30 and 15 degrees, in order to increase the chance
of detection.

Furthermore, to reduce the effects of possible bumps
in the mask, we take a 5-pixel moving average of the y-
coordinate of the curve. The approximate gradient (V) of
this curve is computed between adjacent points with the for-
mula:

ylil = yli — 1

Veli—11= xfi] —x[i — 1

6]

th point coordinate on a dis-

where [i] denotes the i
cretized curve.
We go along the generated curve, and compute the angle

between three points ¢ — 1,4, ¢ + 1 using the formula:
arctan(V.[i]) — arctan(V.[i — 1]) ()

We finally compute the per-pixel length using the aver-
age size of the bowl of a spoon or the distance between the
tip and neck of a fork which is 6 ¢m and 7.5 c¢m respec-
tively. These constants were also determined by measuring
the same spoons and forks as for angle determination.

In this study, we focus on the feasibility of the method.
We have chosen table spoons as the utensil for this study,
since their shape is standardized and table spoons are widely

used. We leave the analysis of different shapes and sizes of
spoons to a future study. Only a slight modification to the
assumed length and angle of the bend of the spoon and fork
necks may need to be applied to work with other utensils.

3.5. Post Processing

Due to motion blur in certain frames, we notice that the
segmentation results are often poor, which lead to poor vol-
ume computation. For example, we observe that occasion-
ally the algorithm returns implausible food volumes, such
as 100 cm? of food on a single spoon. We thus ignore the
predictions for instances with volumes larger than 25 cm?.

To further reduce the effect of these poor predictions due
to motion blur, we employ the following algorithm:

Algorithm 1 Spurious Segmentation Filtering Algorithm

mean < 0
bad < 5
for cach frame sequentially do

vol < Volume of food on utensil in frame

if 0 < vol < 25 then
Recompute the mean using vol and
save it
bad < 5
else
if bad = 0 then mean <+ 0
Store 0 as prediction
else
Store the previous mean as
current volume
bad < bad — 1
end if
end if
end for

In the Algorithm 1, we maintain a running mean of good
predictions, until we receive a consecutive sequence of 5
bad predictions, after which we start recording bad predic-
tions. This accounts for situations when the user is no long
placing food on the utensil or when our segmentation step
has not resulted in a good segmentation.

The final volume estimation is computed by taking the
average of all the measurements taken after the key-frame
detection. An average of the predictions for the output re-
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Per Frame Final Prediction | Final Prediction

VOS Shape Alg. 1 MAE (cm"3) Per Frame MAPE MAE (cm"3) MAPE
Prism No Filter 61.119 538% 51.780 457%

Approx. Filter 3.759 32.7% 2.748 23.4%

Without Hemisphere | No Filter 107.948 950% 93.910 831%
VOS Approx. Filter 8.164 68% 8.164 68%

Ellipsoid No Filter 26.697 233.6% 18.218 160.6%

Approx. Filter 3.444 29.8% 2.675 21.9%

Prism No Filter 4.395 36.7% 3.208 25.4%

Approx. Filter 3.803 31.7% 3.022 24.7%

Using VOS | Hemisphere | No Filter 9.312 77.9% 9.312 77.9%
(XMem) Approx. Filter 9.115 76.2% 9.115 76.2%
Ellipsoid No Filter 10.685 84.2% 7.207 58.5%

Approx. Filter 3.672 29.9% 3.245 26.1%

Table 1. The results of our experiments. The best predictions and lowest per-frame MAPE are obtained when an ellipsoid model with the
Spurious Filtering algorithm and XMem is used. Notably, the spurious filtering algorithm is essential in obtaining this result, as the without
this, there is a significantly larger prediction MAPE for the same geometric modelling method.

duces the impact of noise in our predictions and uses the
maximum usable frames in our video. Furthermore, it re-
duces our reliance on a single well-timed segmentation that
is difficult to obtain in the entire frame sequence.

4. Data Collection

For the purposes of testing this approach, we filmed 10
videos 8 - 12 seconds in length. We placed rice on a spoon
from a small container, and we moved the spoon with rice
on it in diverse directions. To measure the volume of rice
on the spoon, the water displacement method was used, by
placing the rice in a container of water and then measuring
the volume of water it displaced.

The aforementioned 10 videos are shot in the same set-
ting, under the same conditions and contain the same sub-
ject operating the utensil. Some of the positions can be seen
in Figure 4 with the background and subject removed.

We also collected a dataset to test out the instance-
segmentation ability of our dataset, where we computed
the Mean Intersection over Union for the correct spoon and
food instances. This dataset consists of frames taken at in-
tervals of 20 frames from 5 different YouTube videos.

5. Results

Segmentation MIoU results have been summarized in Table
2.

There are 12 volume estimation approaches tested, out-
lined in Table 1. Ablations were conducted for the end-
to-end pipeline covering different segmentation, volumet-
ric approximation methods and the usage of Algorithm I or
lack thereof.

Each aforementioned approach has been tested on 10
videos, which the authors have recorded. Volume of each
spoonful has been determined by means of water displace-

ment. We compute the Mean Absolute Error (MAE) be-
tween the actual measured volume of rice as compared to
the final predicted volume for each video.

Notably, the approximate value of volume of food on a
spoon is in the range of 10 - 17 em? in our dataset. We lever-
age the Mean Absolute Percentage Error metric (MAPE) to
account for the variable volume of food placed on an uten-
sil in each video sample. Illustratively, an error of 5 cm? is
relatively small in a video where there is 17 em? of rice on
the spoon as compared to a video where there is 10 cm? of
rice.

We also report the Mean Absolute Error (MAE) between
the actual volume and the predicted volume for each frame.
The per-frame MAE is computed for each video, and then
the resulting MAEs are averaged. This is done to pre-
vent metric skew which would be associated with videos
of longer duration. The motivation for computing the per-
frame error is to illustrate the noise in the predictions for
each frame.

Table 1 indicates that the approaches which use the Al-
gorithm 1 are vastly superior as compared to the approaches
without the Algorithm 1 when we do not use VOS, as we
find the error for those approaches to be more than three
times the maximum expected volume of rice on a spoon.
The best-performing method was Ellipsoid approximation
with Algorithm | using independent frames segmentation.

The main reason for abnormally large volume predic-
tions is the incorrect segmentation of food items. In several
frames, it can be seen that occasionally a subject is misclas-
sified as a food instance (see Figure 2c).

However, when we use the segmentations from XMem,
such misclassifications are less frequent. Thus the result
without Algorithm 1 does not have as high of an error dis-
crepancy from when the Algorithm 1 is used. The spurious
segmentation filtering algorithm exhibits a marginal impact
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Estimation Method | Spoon MIoU | Food MIoU
Independent Frames 0.437 0.0896
VOS 0.139 0.0138

Table 2. The results of both segmentation approaches on our seg-
mentation dataset

on the per-frame MAPE for Prism and Hemisphere VOS
based approximations. However, for the ellipsoid approx-
imation method, Algorithm 1 is essential even in the VOS
case. This is because, the computation of the axes of the
ellipsoid requires us to find the left, right, top and bottom
endpoints of the food instance’s segmentation. If the seg-
mentation has spurious protrusions in any direction, this can
lead to at least one of the axes to be improperly large.

On our segmentation dataset, we find that using inde-
pendent frames without VOS outperforms VOS greatly as
seen in Table 2. We note that VOS performs poorly here be-
cause the frames selected are far apart (20 frames), and thus
VOS is unable to make use of temporal features effectively.
Another challenge for the models in this dataset for food
instance segmentation was that in the YouTube videos the
subjects face is very close to the plate, and hence the food
on the spoon can often get confused with the food on the
plate. As a result, the MIoU for the food on spoon instance
is quite low.

6. Discussion

Algorithm 1 eliminates frames with entire objects being
labelled incorrectly, whereas for the frames where the in-
stances is correct, HQ-SAM allows us to obtain crisper and
cleaner segmentation masks, thus leading to better volume
predictions.

It is worth pointing out that the error in the final predic-
tion of the hemisphere approach and the per-frame errors
are identical for the VOS variant because the volume pre-
dictions produced by this approach are consistently smaller
than the ground-truth value. We attribute this to underes-
timating the volume of the food on the bowl of the spoon
when the portion is not visible in the frame.

For proceeding in the wild, we believe that the Prism
approach will be the most reliable method among the de-
scribed methods on more diverse food types. For example,
noodles on a fork do not conform to neither the ellipsoid
model nor the hemisphere model. However, a prism shape
can be fit more tightly around the food instance. This also
inspires approaches that combine multiple geometric shapes
for each instance on the utensil, that are chosen once the
food instance is classified or its shape is analyzed.

Noting the results on our segmentation dataset, we fur-
ther emphasize the use of Spurious Segmentation Filtering,
i.e., Algorithm 1, since we find that there are numerous
frames with poor segmentation of the food on the spoon,

. Best Frame | Best Frame
VOS Shape | Filter MAE (cm"3) MAPE
Prism No 0.534 4.45%
Filter 1.145 9.36%
W/o Hemi- No 2.241 22.59%
VOS sphere | Filter 5.328 43.97%
Ellip- No 0.629 5.46%
soid | Filter 1.418 11.8%
Prism No 0.577 4.43%
Filter 1.456 11.88%
Using | Hemi- No 7.348 60.91%
XMem | sphere | Filter 8.025 67.10%
Ellip- No 1.479 11.1
soid | Filter 2.339 18.8

Table 3. The best frame prediction. This table shows the MAE
and MAPE of the best frame that was predicted by each method in
each video. We can see that the Prism approach has the best frame
MAE and MAPE without Algorithm 1

and without filtering these, we are unable to obtain a rea-
sonable volume estimation. We thus also recommend users
not to introduce large gaps between frames in order to im-
prove efficiency, as it reduces the performance of the VOS
method greatly.

7. Conclusion

In this paper we have presented a novel approach towards
nutritional intake tracking, which addresses the unique chal-
lenges posed by video and photo tracking modalities. We
have described a multi-stage end-to-end volumetric estima-
tion pipeline consisting leveraging modern image and video
segmentation models and proposed an on-utensil tracking
approach. We hope our contribution will lead to consider-
able progress towards the development of more accessible
and user-friendly nutritional content tracking solutions.
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