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Abstract

In the field of robotics and autonomous navigation, ac-
curate pixel-level depth estimation has gained significant
importance. Event cameras or dynamic vision sensors, cap-
ture asynchronous changes in brightness at the pixel level,
offering benefits such as high temporal resolution, no mo-
tion blur, and a wide dynamic range. However, unlike tradi-
tional cameras that measure absolute intensity, event cam-
eras lack the ability to provide scene context. Efficiently
combining the advantages of both asynchronous events and
synchronous RGB images to enhance depth estimation re-
mains a challenge. In our study, we introduce a unified
transformer that combines both event and RGB modalities
to achieve precise depth prediction. In contrast to individ-
ual transformers for input modalities, a unified transformer
model captures inter-modal dependencies and uses self-
attention to enhance event-RGB contextual interactions.
This approach exceeds the performance of recurrent neural
network (RNN) methods used in state-of-the-art models. To
encode the temporal information from events, convLSTMs
are used before the transformer to improve depth estima-
tion. Our proposed architecture outperforms the existing
approaches in terms of absolute mean depth error, achiev-
ing state-of-the-art results in most cases. Additionally, the
performance is also seen in other metrics like RMSE, ab-
solute relative difference and depth thresholds compared
to the existing approaches. The source code is available
at:https://github.com/anusha-devulapally/ER-F2D.

1. Introduction

Scene depth estimation plays a significant role in computer
vision, improving perception and understanding of three-
dimensional environments. It has wide-ranging applica-
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tions, including robotic navigation, autonomous driving,
and virtual reality experiences [14, 21, 23, 28]. Accurately
estimating scene depth enables these technologies to oper-
ate effectively in complex and dynamic settings, enhancing
their spatial awareness and interaction capabilities. How-
ever, the limitations of conventional cameras, such as low
dynamic range and sensitivity to motion blur, can adversely
impact the quality of depth maps generated from their im-
ages. To address these challenges, the use of event-based
cameras [2], which capture pixel-level temporal changes,
has emerged as a promising solution. Event-based vision
provides a higher dynamic range and can robustly estimate
depth for complex scenarios irrespective of the changes in
motion or lighting conditions [26, 30]. However, the event
camera primarily detects scene edges, resulting in sparse
and asynchronous event-based data.

While RGB data effectively retains spatial contextual in-
formation, event cameras excel at capturing salient edges.
Hence, combining both data modalities is an approach to
enhance the overall accuracy of depth estimation. The
fusion of event-based and RGB data for depth estima-
tion presents several challenges. RGB imaging operates
synchronously with fixed frame capture rates, whereas
event-based sensing operates asynchronously in response
to brightness changes, leading to dissimilarities in data
throughput and temporal representation. Therefore, we re-
quire a model that can effectively incorporate both of these
distinct asynchronous modalities, each complementing the
other, to enhance the precision of depth estimation.

Our research is motivated by the success of transformer
architectures in various tasks, such as natural language pro-
cessing [4, 24] and computer vision [1, 15]. Transformers
are known for their ability to capture complex relationships,
context, and sequences through self-attention mechanisms.
Their suitability is evident due to their capacity for parallel
processing, which contrasts the sequential nature of recur-
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rent neural networks (RNNs). They are also widely used
in multi-modal fusion [10, 16, 27] but so far, most of the
works use individual encoders for each modality which is
computationally expensive. We want to enquire whether a
single transformer-encoder for multiple modalities benefit
us. This prompted us to explore transformers in the context
of multi-modal depth estimation, specifically in harmoniz-
ing the unique characteristics of event cameras and RGB
images.

We present a novel unified transformer integrating both
the event and RGB modalities. Additionally, we have in-
corporated convLSTM blocks [20] to encode the tempo-
ral information of events for precise depth prediction, out-
performing the performance of traditional RNN methods.
This unified approach captures cross-modal dependencies
via self-attention.

We have tested our model on both real dataset, multi
vehicle stereo event camera (MVSEC) [31] and synthetic
dataset, EventScape [3]. Our model outperforms the ex-
isting fusion techniques in both accuracy and performance
metrics. Our architecture achieves state-of-the-art results in
absolute mean depth error, Root Mean Square Error, Abso-
lute Relative Difference and depth thresholds demonstrating
better performance over existing methods.

To summarize, we made the following contributions:

* We propose a novel unified transformer architecture as
an encoder for dense depth estimation fusing events and
RGB frames.

* We incorporate convLSTM blocks as pre-processing to
leverage temporal information from events before feeding
to the transformer.

* We apply our approach to both real and synthetic datasets,
where we outperform the state-of-the-art-fusion method
in absolute mean-depth error, Root Mean Square Error,
Absolute Relative Difference and depth thresholds.

2. Literature Review
2.1. Event Based Depth Estimation

Monocular depth estimation from events has been of inter-
est for quite some time due to the characteristics of event-
based cameras. Earlier papers have explored the depth esti-
mation from stereo images by leveraging the left-right con-
sistency [5] or maximizing the temporal consistency be-
tween event streams [29, 30]. However, these approaches
only give a semi-dense depth. Later, [17, 22]leveraged the
stereo event streams to estimate dense depth. Hidalgo-
Carrio et al. [7] is the first work to estimate depth from a
single camera which uses a simple U-Net architecture to
estimate the dense depth maps from events by using convo-
lutions followed by convLSTM blocks at each level in the
encoder. Later, the U-Net architecture is enhanced using
transformers as a bottleneck layer for the generator model in

a GAN setting [12] or transformer blocks at each level of the
encoder-decoder, including the skip connection [13]. Even
though using transformers enhances the accuracy, the archi-
tectures built are computationally expensive. Even though
events give a dense map they do not utilize the rich spatial
information from RGB images. Building upon the achieve-
ments demonstrated by transformers in this domain, we aim
to leverage further their capabilities in the fusion of event
and RGB data considering the resource constraints and em-
phasizing the applicability of our findings within such envi-
ronments.

2.2. Event-RGB Fusion Based Depth Estimation

Recent advancements have focused on incorporating multi-
ple data modalities to enhance the performance of specific
tasks, see Tab. 1. Gehrig et al. [3] proposed the first work on
combining events and RGB for monocular depth estimation
using a recurrent asynchronous encoder-decoder network.
It follows a U-Net architecture with an encoder each for
events and RGB. Each level of encoder consists of convo-
lutions followed by convLSTMs and these encoder outputs
are combined with convGRU at each level, followed by a
decoder with enabled skip connections. EVT+ [19] pro-
posed a patch-based event representation and a backbone
to process input modalities for classification and depth es-
timation tasks. It uses attention blocks for event encoder
and is fused in the later stages with images. Most recent
work, HMNet [6] proposed a generic low-latency multi-
level memory hierarchy to process events, and the final level
of the hierarchy is fused with RGB. This model encodes
both modalities separately and fuses at the later stages,
whereas, we perform both early and late fusion. In this
work, we leverage multi-modal fusion that uses a sin-
gle vision transformer-based encoder to input two dis-
tinct modalities, events and RGB, to learn the depen-
dencies among them. To leverage the temporal informa-
tion of the events, we introduce convLSTM blocks be-
fore the patch embedding. Unlike the conventional meth-
ods [18] which uses multiple transformer blocks in the en-
coder phase, we use single transformer and perform the
patch embedding on the feature space generated from con-
vLSTM outputs rather than the raw events. This novel ap-
proach demonstrated a significant improvement both in the
accuracy and performance of the model.

3. Methodology
3.1. Input Representations

Event cameras capture the change in brightness and gen-
erate events asynchronously. Each event is of the shape
(z,y,t,p). Where x, y are the event coordinates in the x
and y direction, ¢ is the time stamp and p is the polarity
which ranges from {—1,1} depending on the direction of
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Features E2Depth [7] RAMNet [3]

HMNet [6] EVT+[19] Transformer-based (Ours)

Network Architecture U-Net U-Net

Input Events (Voxels) Events (Voxels) + frames
Output Dense Depth Map Dense Depth Map
Fusion Type No Fusion Middle Fusion
No. of Encoders 1 (only events) 2

Combines events
and frames to
improve accuracy

Contribution Learns from only events

Hierarchial Memory Stack
Events (Memory Cells) + frames

Vision Transformer-based
Events (Voxels) + frames

Transformer-based
Events (patches) + frames

Dense Depth Map Dense Depth Map Dense Depth Map
Late Fusion Late Fusion Early + Late Fusion
2 2 1

Patch-based event
representation and robust
data preprocessing

Efficient event
processing and
low latency

A single transformer encoder
to combine the inputs and
to enhance the accuracy further

Table 1. In Comparison with Existing State-of-the-art Models
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Figure 1. Transformer-based architecture for Monocular Dense Depth Estimation by fusing Events and RGB Images. A single transformer
encoder block is used for both the inputs and the folded outputs are given to fusion module with skip connections and RRDB [25] to

estimate depth map.

brightness change. In order to use ANNS, the continuous
asynchronous stream of events requires to have a fixed ten-
sor. So, they are divided into five temporal bins [7] of the
same size. The ground truth depth maps are converted to
normalized log depth maps to better distinguish small depth
variations for the close ranges.

3.2. Network Architecture

The network architecture presented in the Fig. 1 incorpo-
rates convLSTM blocks [20] to effectively capture tempo-
ral information from events. ConvLSTMs [20] are recurrent
neural network modules that learn spatial and temporal de-
pendencies in sequential data. They take advantage of con-
volution and LSTM networks. Convolutions in the convL-
STMs capture the spatial information in the data and LSTM
cells capture the long-term dependencies by retaining the
important information across time.

By employing this approach, events are processed
through convLSTMs and the output, spatio-temporal fea-
ture maps along with RGB are fed to the patch embedding.
We divide the input into non-overlapping patches of size 16
and positional embedding is applied. These RGB and event
tokens are processed through a transformer encoder. Vision
transformer (ViT) [1] architecture is the base for the en-
coder. It captures both local and global dependencies within
the input using a self-attention mechanism.

The transformer encoder generates a set of tokens, which

are then reshaped back to their original dimensions using
token folding. These folded tokens are passed through a
multi-modal fusion block, which employs convolution oper-
ations and skip connections. In this block, the reshaped im-
ages from token folding are fused with the initial input via
skip connections and are further subjected to convolutional
operations to facilitate the fusion of RGB and event modal-
ities. This fusion block is crucial in information restoration,
recovering any potentially lost information in the images.
The fused output is then directed into a residual in resid-
ual dense block (RRDB) [25], followed by a single chan-
nel convolutional layer. RRDB [25] architecture introduces
residual connections within and between multiple dense
blocks, increasing the network’s depth and complexity, en-
hancing its performance. These layers capture the input’s
complex features, which aid in reconstructing depth in finer
details, thus enhancing the overall depth maps. The net-
work enables a comprehensive and accurate reconstruction
of depth information by integrating RGB and event data and
effectively fusing them through the proposed architecture.

3.3. Loss Functions

Our transformer-based model is trained in a supervised
fashion using ground truth depth maps. We use a combi-
nation of L1 loss, normal loss [8] and multi-scale scale-
invariant gradient matching loss [11] to compute the valid
ground truth labels and the prediction outputs. For a se-
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Figure 2. Qualitative comparison of the models on a test sample from MVSEC Dataset. Depth is depicted by the color gradient. Brighter
the color, lower the depth. The yellow box in the images highlights the advantage of our proposed method over the baselines, E2Depth,
RAMNet and HMNet. Our model can estimate the depth of the image to the farthest point similar to that in groundtruth.

Dataset Distance E2Depth [7] () RAMNet [3](}) HMNet[6] () Transformer-based (Ours) ({)
10m 3.38 2.50 1.50 1.58
Outdoor Nightl 20m 3.82 3.19 2.48 2.24
30m 4.46 3.82 3.19 2.78
10m 1.67 1.21 1.36 1.54
Outdoor Night2 20m 2.63 2.31 2.25 2.23
30m 3.58 3.28 2.96 2.95
10m 1.42 1.01 1.27 1.24
Outdoor Night3 20m 2.33 2.34 2.17 1.96
30m 3.18 343 2.86 2.81
10m 1.67 1.39 1.22 1.34
Outdoor Day1 20m 2.64 2.17 2.21 2.25
30m 3.13 2.76 2.68 2.62

Table 2. Absolute Mean Depth Error Results on Four Sequences of the MVSEC Dataset (in meters)

quence of inputs, ground truth labels and prediction outputs
are denoted by Dy, and Dy, respectively and the difference
Ry, = Dy — Dy. The L1 loss is defined as:

N
Littoss = Y | Ri(i)] (1)
i=1

where N is the number of valid ground truth pixels. The
normal loss [8] is defined as:

N

>

=1

1

<VDk(i), VD, (i)>
Lnormal = N

2

IVDx(@)] | VD03

Where V Dy, VD, are the corresponding gradient vec-
tors of ground truth Dy, and the prediction Dy, respectively.
The (-) and ||-|| denote the corresponding vector’s dot prod-
uct and the norm respectively. It measures the alignment

between the predicted and ground truth gradients and con-
siders the relative similarity between gradients rather than
their magnitudes, which is beneficial in the accurate orien-
tation estimation. The multi-scale scale-invariant gradient
matching loss [11] is defined as:

1 . (s
Lyna = 37 2. 2 IVa RO + [V RG]  G)

V. and V, compute the edges in the x and y direction us-
ing the sobel operator and are calculated over four different
scales (s). It tries to match the gradients in the ground truth
depth and favours smooth gradient changes. The total loss
is

Ltolal =X LllJoss + Lnormal + B ! Lgrad (4)
The hyper-parameters used for A and [ are 0.5 and 0.25.
We discuss the impact of the loss function in the ablation
studies Sec. 6.3.
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4. Experimental Setup

In this section, we provide an overview of the two datasets
utilized, namely, MVSEC [31] and EventScape [3]. We also
describe the evaluation metrics employed, and outline the
implementation details.

MVSEC Dataset: Multi-Vehicle Stereo Event Camera
dataset [31] (MVSEC) is a real-world dataset that in-
cludes driving sequences collected throughout the day and
at night. We used Outdoor day2 for training and valida-
tion with 10,000 samples and tested on Outdoor nightl,
night2, night3 and dayl, each containing 5000 samples.
The MVSEC dataset consists of grayscale images, events
and their respective ground truths calculated using LiDAR.
EventScape Dataset: EventScape [3] is a synthetic dataset
generated from the CARLA event simulator. It consists of
743 sequences of driving data at different locations named
as "Town’. For training, we use sequences from Town 01,
02 and 03, validation and testing is performed on Town 05.
The dataset consists of RGB images, events, segmentation
labels, groundtruths and various vehicle controls.

4.1. Evaluation Metrics

We use absolute mean depth error [11] as the evaluation
metrics. The error (Eq. (5)) is calculated between the
groundtruth labels (Dy,) and prediction output (ljk) at three
different depths, that is, 10m, 20m and 30m considering
only the N’ number of valid pixels at a particular depth
measurements.

N
1 -
MAE = N ;Zl | Dy (i) — Dy(7)] (5)

‘We also evaluate our work on Absolute Relative Difference,
RMSE and delta thresholds (6 < 1.25%, where t = 1, 2,
3) for the same distance cutoffs. For RMSE and Abs Rel,
lower the value, better the performance and for the depth
thresholds, higher the value, better the performance.
Additionally, we compute latency (in seconds), throughput
(frames per second) and runtime memory usage (in MB) of
our model for comparison with existing work.

4.2. Implementation Details

Our model is implemented in the PyTorch framework. We
used pre-trained weights from vit-base [1] for transformer-
based encoder block. During training, we normalize inputs
with valid pixels to have mean O and variance 1. Further-
more, we applied a random crop of size 224 x 224 and ran-
dom horizontal flip transformations. We used ADAM opti-
mizer [9] with a batch size of 16, a learning rate of 0.0003,
and trained it for 70 epochs.

5. Results

In this section, we present and discuss the results on the two
datasets, MVSEC [31] and EventScape dataset [3]. We also
evaluated performance metrics such as absolute mean depth
error, RMSE, Absolute Difference, delta thresholds, la-
tency, throughput and runtime memory usage against other
state-of-the-art models, E2Depth [7], RAMNet [3] and HM-
Net [6].

5.1. Results on MVSEC

Table 2 shows a quantitative comparison of our model with
the state-of-the-art models. The numbers depict the abso-
lute mean depth error calculated on four datasets, Outdoor
nightl, night2, night3 and dayl. Our model’s performance
surpasses that of the baselines E2Depth, RAMNet and HM-
Net across four datasets, showcasing an significant decrease
in mean depth error respectively.

Table 3 shows quantitative comparison of our model with
current state-of-the-art model, HMNet [6] on 5 different
metrics, absolute relative difference (Abs Rel), RMSE and
three depth thresholds. All these 5 metrics for 10m, 20m
and 30m distance cutoffs for both outdoor nightl and day1
sequences are tabulated. Due to space constraint, the results
on night2 and night3 driving scenarios are tabulated in the
supplementary material. From these tables, we observe that
our transformer model has overall better performance com-
pared to the existing state-of-the-art model. Figure 2 illus-
trates a visual comparison of our transformer-based model
with the baselines, E2Depth, RAMNet and HMNet on a
sample from the MVSEC dataset. We observe that our
transformer-based model can predict the depth and the ob-
jects on the ground better compared to others. We observe
that the sky in our depth estimation as well as other exist-
ing works is smeared. This is because during the training
these regions are masked and do not have valid pixels be-
cause we do not have depth for the sky from lidar ground
truth. We believe the difference could also be because of
the difference in training and test samples where test sam-
ples have overcast sky as opposed to the clear sky in train
samples. E2Depth only considers events and hence do not
have artifacts in sky. However, as observed in Tab. 3 adding
additional RGB information improves the overall depth es-
timation to only events as in E2Depth.

5.2. Results on EventScape

Table 4 shows a quantitative comparison of the model with
the baselines on EventScape. The number depicts the ab-
solute mean depth error calculated on the test dataset. We
achieved a better accuracy in all cases, that is, 10m, 20m and
30m with an overall improvement of ~ 66%,~ 21% and
~ 8% over E2Depth, RAMNet and HMNet respectively.
Figure 3 shows a visual comparison of our transformer-
based model with the three baselines, E2Depth, RAMNet

2085



Outdoor Nightl Outdoor Dayl
Metrics HMNet [6] Our transformer HMNet [6] Our transformer

I0Om 20m 30m | 1I0m 20m 30m | 1I0m 20m 30m | 10m 20m 30m

AbsRel () | 021 025 026|022 024 025028 031 032030 030 0.31
RMSE ({) 2.61 444 514|242 390 441|278 411 515|273 349 430
§<1.25' (1) | 082 075 072|083 076 0.73 | 071 0.61 056 | 0.70 0.63 0.61
§<1.25%2(1) | 091 086 086|092 088 083|085 0.79 0.76 | 0.85 0.85 0.83
§<1.2535(1) | 095 093 093|094 094 094 | 092 0.89 0.88 | 0.92 0.93 0.93

Table 3. Different Metric Results on MVSEC Dataset for Outdoor Night1 and Outdoor Day1 Sequences

Events

RAMNet [3]

Ground Truth

- - franstomer based (Ous)

E2Depth [7]

HMNet [6]

Figure 3. Qualitative comparison of the models on a test image from EventScape Dataset. The depth is depicted by color gradient, brighter
the color, nearer the depth. We see that the tree structures highlighted in the yellow box are predicted precisely compared to the baselines.

Model 1I0m{) 20m () 30m()
E2Depth [7] 1.79 5.35 8.31
RAMNEet [3] 0.81 2.26 3.58
HMNet [6] 0.55 1.80 3.27
Transformer-based (Ours) 0.67 1.69 2.81

Table 4. Absolute Mean Depth Error Results on EventScape
Dataset (in meters)

Model Latency()) Throughput(?) Runtime ()
(Seconds) (FPS) Memory (MB)
E2Depth [7] 0.015 30.74 272.83
RAMNet [3] 0.019 33.79 652.35
HMNet [6] 0.004 83.72 377.32
Transformer-based 0015 49.91 340
(ours)

Table 5. Quantitative Results on Performance Metrics. All Exper-
iments are conducted on a single NVIDIA A100 GPU.

and HMNet on a sample from the EventScape dataset. The
depth depicted by the color-gradient is correctly predicted
and also the objects on ground. The edges of the tree are
notably evident in our transformer-based approach in com-
parison to the other baselines, as depicted in the figure. Em-
ploying the single encoder for both modalities helped in

learning the dependencies from each, resulting in enhanced
depth map quality.

5.3. Performance Metrics

Table 5 provides a comprehensive comparison of la-
tency, throughput, and runtime memory usage between
our transformer-based model and the baseline models.
The findings underscore the favorable performance of our
transformer-based model across different metrics. Notably,
although E2Depth showcases better latency and runtime
memory, our model demonstrates a significant ~ 63% im-
provement in throughput. Moreover, our model outper-
forms RAMNet displaying an encouraging ~ 48% en-
hancement in both throughput and runtime memory usage,
along with a ~ 21% improvement in latency. Although
HMNet displays better latency and throughput, our model
demonstrates a ~ 10% improvement in runtime memory
usage. We thus propose an efficient model which achieve
superior depth estimation accuracy while maintaining com-
parable or better latency, runtime memory, and throughput.
All experiments were conducted using a single NVIDIA
A100 80GB PCle GPU. The performance gain we observe
can be attributed to the parallel processing capability of
transformers and the elimination of sequential dependencies
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Experiments Outdoor Night 1 Outdoor Dayl
10m () 20m{) 30m(}) | 10m () 20m () 30m ()
Transformer-based (best) 1.58 2.24 2.78 1.34 2.25 2.62
Without the convLSTM 3.63 3.83 4.28 3.11 3.23 3.47
Without the skip connections 3.01 3.27 3.90 222 2.47 2.78

Table 6. Absolute Mean Depth Error on Outdoor Nightl dataset and Outdoor Day1 for components impact analysis

Experiments TOm ( 8 utd;(());l\(lﬁht 130m T [ Tom ¢ l)o ut;l(())l(l)lr(li;l Y 130m D Model Size(MB)({) | Model Parameters(M)({.)
Transformer-based (ours) 1.58 2.24 2.78 1.34 2.25 2.62 336.37 MB 88 M
Individual Encoders 2.03 3.23 3.65 1.78 3.11 3.61 660.31 MB 173 M
Cross-attention encoders 8.42 7.02 7.24 5.71 4.99 5.50 606.24 MB 158 M

Table 7. Absolute Mean Depth Error on Outdoor Nightl and Day1 dataset along with the Model Size and Number of Model Parameters

for transformer encoder analysis

Row Experiments Outdoor Night 1 Outdoor Day 1
10m () 20m () 30m(}) | 10m () 20m(}) 30m ()
1 0.5 - L1 10ss + Lnormal + 0.25 - Lgraa 1.58 2.24 2.78 1.34 2.25 2.62
2 0.5+ Lij1oss + 0.25 - Lgraq 1.63 2.20 2.82 1.47 2.34 2.63
3 0.5 - L1 joss + Lnormal 1.56 227 292 1.66 2.81 3.19
4 Ly joss +0.25 - Lgraq 2.13 2.58 3.51 223 2.49 3.11
5 0.5 - L toss + Lnormal + 0.25 - Lgrad 3.72 4.01 4.28 3.36 3.61 3.74
6 L 1oss + 0.5 - Lyormat + 0.25 - Lgpaq 1.70 2.11 3.04 1.72 2.60 2.82

Table 8. Absolute Mean Depth Error on Outdoor Night1 and Outdoor Day 1 dataset for Different Loss functions.

Fusion +RRDB
Module

Fusion +RRDB
Module

Fusion +RRDB
Module

Nightl and Outdoor Day! driving datasets from MVSEC.
The other two driving datasets, outdoor night2 and night3

are shown in supplementary.

T — —
Transformer Transformer Transformer Transformer Transformer
Encoder Encoder Encoder Encoder Encoder
t f t tor—— 't
q k v q k v q k v v k q q k v
t t t t
g 'y Iy

Transformer-based (ours) Individual Encoders Cross Attention Encoders

Figure 4. Different encoder combinations for the model architec-
ture. We use these three different ways to fuse two modalities.
Here, q is the query, k is the key and v is the values generated
from the input tokens.

leads to faster training times, which is especially advanta-
geous in large-scale applications.

6. Ablation Study

In this section, we perform an analysis of three key as-
pects. First, we explore the impact of different components
on the model’s performance. Second, we show a compara-
tive study involving different types of transformer-encoders
used for two input modalities. Finally, we show a com-
parative study of different loss functions on the model’s
performance. To ensure generalizability, we evaluate the
performance our proposed model with above variations on
two datasets with different lighting conditions, Outdoor

6.1. Impact of convLSTM and Late Sensor Fusion

In this subsection, we want to highlight the importance of
two key aspects of the network architecture, namely the
convLSTM blocks to process the events data and the fusion
of sensor data at the later stage of the pipeline. To investi-
gate their role, we systematically remove each of these com-
ponents individually and examine the quantitative results as
depicted in Tab. 6.

ConvLSTM Block: ConvLSTM plays a major role in
understanding the temporal information of the events. It el-
evates the information across the temporal domain and gives
a better contextual output than a single channel event frame.
Removing the convLSTM from the architecture did impact
the entire model’s performance as shown in Tab. 6.

Late Fusion through Skip Connections: From Fig. I,
we see skip connections each from RGB input and convL-
STM followed by a convolution, which is later added to the
intermediate output. These skip connections when removed
impacts the model performance. They help in preserving
the fine-grained details from the original input. The num-
bers from Tab. 6 also empirically confirm this.
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6.2. Different Transformer Encoders for Each
Modality

To underscore the advantages of a unified transformer, we
conducted a series of experiments that involved distinct
transformer encoders dedicated to events and RGB modali-
ties for comparison as shown in Fig. 4 [27]. The first setting
employs a single transformer which takes concatenation of
tokens from both modalities. This is our proposed model in
the Fig. 1. The second setting employs separate transformer
encoders for each modality, followed by the fusion of their
respective outputs. In the third setting, we introduced cross-
attention between the transformer encoders where queries
are interchanged between them. Table 7 shows the compar-
ison of absolute mean depth error numbers at different dis-
tance cut-off for these three settings along with the insight
on the model size and number of parameters. We observe
that our proposed model, a unified transformer encoder is
better both in terms of model size and also results in lower
absolute mean depth error values.

6.3. Using Different Loss Functions

Finding and tuning loss functions is one of the fundamen-
tal aspects of training deep learning networks. While pre-
vious works [3, 7] have used scale-invariant 10ss (L joss)
and multi-scale scale-invariant gradient 10ss (Lgaq) primar-
ily for training, we try with normal 1oss (Lporma) and the
basic pixel to pixel distance, L1 loss (L _joss)- In this study,
we want to compare the performances of these different loss
components on the depth prediction task and see which one
works better.

Table 8 shows a comparison among different combinations
of these loss functions. From row-1 to row-2, we observe
that just by removing the normal loss, the errors increased
for all three distances, the same is observed in row-6 to
row-4. Removing the multi-scale scale-invariant gradient
loss from row-1 to row-3 hurts the far field depth prediction
performance. Furthermore, we compared the loss function
taken from [3, 7] and observe that it doesn’t surpass our
best reported results. The same is observed when replac-
ing L1 loss with scale invariant loss from row 1 to row 5.
At the end, we tuned row 5’s loss components set and re-
ported the best results with corresponding loss co-efficients.
We observe a similar performance as row-1 but doesn’t sur-
pass it. In order to tune for the different loss component
co-efficients, we tried different values for a given loss func-
tions and reported their best results with the corresponding
loss co-efficients.

7. Conclusion

In this work, we introduce the transformer-based architec-
ture for multi-modal fusion of events and RGB to estimate
monocular depths. We also employ convLSTM block to

leverage the temporal information obtained from the events.
Our method uses the vision transformers to extract global
context from both sensors to improve the depth maps. We
reported the quantitative and qualitative results on both
MVSEC and EventScape datasets and the performance met-
rics. Finally, we showed that the unified transformer-based
model outperforms the existing baselines in most cases
with better accuracy and performance metrics. This work
demonstrates the significant potential of transformer-based
multi-modal fusion for tasks involving event and RGB data.
Future research could further explore different modalities
and interpretability of the learned attention mechanisms.
While our current approach demonstrates the effectiveness
of event-based data with RGB for depth estimation and we
acknowledge that our event pre-processing could be fur-
ther refined. Exploring more advanced event-based pre-
processing techniques has the potential to further enhance
the extraction of temporal information and improve depth
map accuracy.
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