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Abstract

In e-commerce applications, vision-language multimodal
transformer models play a pivotal role in product search.
The key to successfully training a multimodal model lies in
the alignment quality of image-text pairs in the dataset. How-
ever, the data in practice is often automatically collected with
minimal manual intervention. Hence the alignment of image-
text pairs is far from ideal. In e-commerce, this misalignment
can stem from noisy and redundant non-visual-descriptive
text attributes in the product description. To address this,
we introduce the MultiModal alignment-guided Learned To-
ken Pruning (MM-LTP) method. MM-LTP employs token
pruning, conventionally used for computational efficiency,
to perform online text cleaning during multimodal model
training. By enabling the model to discern and discard unim-
portant tokens, it is able to train with implicitly cleaned
image-text pairs. We evaluate MM-LTP using a benchmark
multimodal e-commerce dataset comprising over 710,000
unique Amazon products. Our evaluation hinges on visual
search, a prevalent e-commerce feature. Through MM-LTP,
we demonstrate that refining text tokens enhances the paired
image branch’s training, which leads to significantly im-
proved visual search performance.

1. Introduction
Multimodal transformer models have been widely adopted
in e-commerce product search, including but not limited
to caption-to-image search, image-to-image search, and
multimodal-to-image search [4, 26, 34, 44, 45]. The suc-
cess of applying multimodal models in e-commerce product
search can be attributed to its strength in understanding vi-
sion and language representations of product contents. One
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Figure 1. Example of a product’s image-text pair from an e-
commerce website. Phrases in the product title are color-coded by
their embedding similarity to the image embedding. Both image
and text embeddings are generated by the BLIP-2 [20] model.

of the key factors for training an effective vision-language
multimodal model relies on the alignment of image-text pairs
in the dataset. In practice, the training dataset is usually col-
lected in an automatic fashion with limited manual cleaning
or annotation. As a result, the alignment between text and
image is far from ideal.

This misalignment issue is bi-directional: it could be the
case that not all the text content is reflected by the paired
image, or the corresponding text does not fully describe the
image content. In e-commerce applications, the former issue
is common [8, 23] and poses a particularly serious challenge
to developing effective multimodal models. In order to pro-
mote their listings, sellers are inclined to include as many
as product attributes in the product title. However, some of
these attributes are functional rather than visual. Therefore,
these attribute phrases in the title cannot be reflected in the
paired image. Figure 1 shows a sample image-text pair of
a product. There are over 20 phrases in the product title.
However, most of them are not visual-descriptive – how can
you tell it is ”No BPA” by looking at the image? We further
quantify the intra-difference between phrases by calculating
their embeddings’ cosine similarity to the image embedding,
and show the result in Figure 1. It is clear that the non-
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visual-descriptive phrases have significantly lower similarity
to the image. On the other hand, prior works on e-commerce
multimodal models mainly align images to the full title in
a brute-force fashion [24, 26, 44]. Therefore, these models
are prone to non-optimal image-text alignments and may
overfit the noisy text, which eventually affects the model’s
generalization performance [18]. To meet the challenges of
noisy image-text pairs, some multimodal research works pro-
pose to improve the scale of the training data and model size
[2, 13, 30, 39] or employ specific model designs, e.g., the
filter module and captioner module in BLIP [19] model and
BLIP-2 model [20]. However, for e-commerce applications,
the available data is constrained by the scale of the product
catalog, thus the volume is not comparable to open-domain
data. In addition, models with specific designs usually have
complicated architectures that make training and inference
unstable [19].

In this paper, we introduce MultiModal alignment-guided
Learned Token Pruning (MM-LTP), a simple yet effective
method for training the multimodal transformer model with
noisy e-commerce image-text training data. The method
leverages the token pruning technique, which was popularly
used for improving the model’s computational efficiency by
discarding unimportant tokens [15, 31], to perform online
text cleaning during multimodal model training. The key
idea is that given that each phrase has a different impor-
tance in describing the image, we can let the model learn
to remove unimportant tokens alongside its original multi-
modal training task. As a result, the model can be trained
with implicitly-cleaned image-text pairs. Our method also
adopts a differentiable soft binarized mask, which enables
the model to learn the decisions about which tokens to be
pruned given a layer and task. The learning of the mask is
guided by multimodal alignment. We design the MM-LTP to
be flexible to work with bi-modal models with alignment loss
(e.g., CLIP [30]) and multimodal models with multimodal
fusion networks (e.g., ALBEF [18].) In addition, the method
is flexible to be used for: (1) fine-tuning a model pre-trained
on open-domain datasets with e-commerce datasets, and (2)
re-fine-tuning a model that has been previously fine-tuned in
a non-pruning fashion on e-commerce-oriented datasets.

Given the scarcity of publicly available e-commerce
datasets, in order to evaluate our MM-LTP method, we estab-
lish a benchmark multimodal e-commerce dataset based on
the uni-modal Amazon ESCI dataset [32] with over 710,000
unique products sold on Amazon.com. Similar to the ap-
proach adopted by the prior work [17], our work also lever-
ages the strength of multi-modal learning while focusing
on the vision encoder for evaluation. This is because in e-
commerce, customers predominantly use images as visual
cues to search for products, rather than performing image-
to-text or text-to-image product search [3, 35, 37, 41, 43].
By retaining only the most salient text tokens, our method

ensures clear, concise linguistic cues guide the image branch
during training. Focusing on tightly coupled textual con-
cepts improves the image model’s ability to recognize and
respond to visual patterns. Our text pruning leverages this
cross-modal regularization effect to increase the accuracy
and efficiency of the image encoder for visual search. With
extensive experiments with both ALBEF [18]-like and CLIP
[30]-like experiments, we demonstrate the effectiveness of
the proposed MM-LTP method. The MM-LTP can boost the
model to gain over 5 percentage point on Recall@1, com-
pared with models trained without MM-LTP method. Our
main contributions can be summarized as:
• We present the MultiModal alignment-guided Learned To-

ken Pruning (MM-LTP) method, which uses token pruning
to enhance on-the-fly text cleaning when training multi-
modal transformer models. It addresses misalignment
challenges on e-commerce datasets.

• The proposed multimodal soft token pruning method is
flexible to be integrated with both self-attention and cross-
attention mechanisms, and is adaptable to models with
either explicit or implicit multimodal fusion.

2. Related Work
Vision-language Pre-training The success of large-scale
transformer-based pre-training in the field of Natural
Language Processing [7] has boosted research works in
vision-language pre-training. These models are trained on
large-scale image-text pairs and learn a joint vision-language
embedding space for various downstream tasks. CLIP model
[30] leverages a broader source of supervision from text to
train a predictive model that aligns text with image, resulting
in a task-agnostic model comparable to task-specific
supervised models. ALIGN [13] scales up the CLIP
model with a noisy dataset without expensive filtering or
post-processing steps that cover more than one billion image
alt-text pairs. CLIP and ALIGN show promising results in
vision-based downstream tasks, however, they ignore the
interaction between two modalities and vision-language
downstream tasks. Recent studies propose to learn joint
embeddings of image contents and natural language during
pre-training, like OSCAR [22], UNIMO [21] and UNITER
[6]. These works use an object detector backbone to capture
vision features first, then a transformer-based model is
applied to the concatenated vision and text features to learn
joint embeddings. ViLT [16] further breaks through the
regional feature from convolutional networks and adopts
vision transformer [9] to fuse the whole global image feature
with natural languages. ALBEF [18] and TCL [38] further
exploit contrastive loss functions to align image and text
features before modeling their joint embeddings, increasing
the interaction between two modalities and achieving a
state-of-the-art performance (SOTA).
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Multimodal Models for E-commerce Initial works such
as FashionBERT [10] and Kaleido-BERT [46] utilized a
transformer-based model along with a custom masking strat-
egy for pre-training, aiming to generate more detailed fea-
tures for clothing retrieval. Following this, CAPTURE [42]
introduced a method to generate distinctive instance fea-
tures through masked multi-modal learning and cross-modal
contrastive pre-training, which resulted in impressive perfor-
mance in instance-level product retrieval tasks. K3M [45]
took a step further by incorporating the knowledge modality
into multi-modal pre-training to mitigate noise and supple-
ment missing information in the image and text modalities.
SCALE [8] put forth a self-harmonized contrastive learning
framework capable of integrating six different modalities
into a single model. More recently, CommerceMM [40]
used a contrastive and MLM-based pre-training that can be
applied to 14 different tasks.

3. Methodology
In a nutshell, our method masks text tokens given each to-
ken’s importance derived from the attention score matrix.
The overview of MM-LTP is illustrated in Figure 2.

3.1. Token Importance Quantification

The first step in text pruning is to quantify the importance of
each text token in relation to the image data. We focus on
quantifying the importance of the two most common fusion
approaches. The first is explicit fusion with cross-attention,
where token importance is directly reflected in the pairwise
attention scores between text and image patches. In this pa-
per, we refer to the paradigm of cross-attention in the ALBEF
model [18]. The second one is implicit fusion like in CLIP
[30], which uses a contrastive loss between two modalities’
representations. Though the text tokens do not explicitly
attend to image patches in this case, we hypothesize that
analyzing the self-attention patterns within the text encoder
similarly reveals fine-grained textual dependencies and im-
portance for grounding in the visual content. The attention
score matrix in both cross-attention and self-attention pro-
vides model-agnostic insights into how individual tokens are
weighted during multimodal alignment, applicable across
architectures. Therefore, we propose to use the attention
score matrix as guidance for quantifying the importance of
text tokens.

Given an input query sequence x ∈ Rm×n with m tokens,
and input key sequence z ∈ Rk×l with k tokens, the attention
score matrix is calculated as:

Attn(x, z) =
xWqWT

k zT√
d

, (1)

where Wq ∈ Rn×d and Wk ∈ Rl×d are trainable weight
matrices. For self-attention, we have m = k and n = l. This

attention score matrix measures each input query token’s
pairwise importance on every key token. Given the cross-
attention’s key tokens are from the image, to make MM-LTP
flexible, we focus on quantifying the average importance of
query tokens to guide further token pruning. Hence, follow-
ing [11, 14, 15], we can define the importance score of i-th
query token (xi) in a multi-head attention as:

s(xi) =
1

H

1

k

H∑
h=1

k∑
j=1

Attn(xi, zj), (2)

where H is the number of independently parameterized
heads in the multi-head attention. This importance score
of i-th query token can be interpreted as the average of all
key tokens’ attention from all heads. However, not all Key
tokens necessarily contribute equally valuable information
for determining the query token’s importance. Uniformly av-
eraging over all Keys may dilute the useful signal. Therefore,
we propose calculating the importance score based on the
attention received by the [CLS] token of the Key tokens. In
cross-attention, the image [CLS] token encodes aggregated
visual concepts. In self-attention, the text [CLS] represents
the linguistic context. Attending to these consolidated repre-
sentations provides a less noisy measure of query relevance
than individual Keys. Specifically, the importance score of
the i-th query token is computed as the average of the Key
[CLS] token’s attention from all heads. Assuming the [CLS]
token is in the first (0-th) position of the sequence, the up-
dated importance score of i-th query token (xi) in multi-head
attention can be defined as:

s(xi) =
1

H

H∑
h=1

Attn(xi, z0), (3)

With this refined importance metric, MM-LTP condenses
the diverse key set into compact unified representations, en-
abling a robust quantification of the query token’s impor-
tance.

3.2. Pruning with Learned Threshold

Given each query token’s importance, MM-LTP prunes unim-
portant tokens by comparing the score with a threshold τ .
This process allows the model to discard noisy tokens that
contribute less to multimodal alignment and fusion. How-
ever, setting the value of τ ’ s is a nontrivial task. The appro-
priate threshold may differ between tasks and datasets. The
threshold may also vary across transformer layers, as deeper
layers capture higher-level concepts where fewer tokens may
be relevant. Hence manually setting a static heuristic thresh-
old is impractical. Therefore, we model τ as a learnable
parameter, allowing it to adapt to the specific requirements
of each task, data, and layer.

A combination learns the τ of two components, namely
differentiable pruning mask and token pruning loss. The dif-
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Figure 2. Overview of the MM-LTP method. It is flexible to work with the self-attention matrix in the text encoder or cross-attention matrix
if the model has fusion network layers. It takes the attention score matrix to calculate the importance score for each query text token. The
unimportant tokens are masked following a learnable thresholding mechanism.

ferentiable pruning mask approximates a non-differentiable
binary mask with the learnable τ during back propagation.
Inspired by Tempered Sigmoid Activations [28], for the l-th
layer in the model, the differentiable pruning mask for the
i-th query token (xi) is defined as:

Ml(xi) = σ(
sl(xi)− τl

T
), (4)

where T is the temperature parameter. When T is sufficiently
small, the output of tokens whose importance score is greater
than τ will be close to one, and vice versa. The mask Ml(xi)
is then multiplied with i-th query token’s output at layer l.
For tokens whose importance scores are smaller than the
threshold, their layer output is close to zero and hence they
will not become major information sources in succeeding
layers, which has an equivalent effect of suppressing these
tokens. Analytically, the gradient dMl(xi)

dτl
achieves its maxi-

mum magnitude when the threshold is close enough to the
importance score. This implies that threshold training can be
focused specifically on tokens that are on the verge of being
pruned or retained, rather than on all tokens indiscriminately
[15].

To encourage the model for pruning, we adopt pruning
loss as an additional training objective, which is commonly
found in prior works [15]. We propose an L1 loss-based
method:

LPrune =
1

N

L∑
l=1

∥Ml(x)∥1
dQl

, (5)

where dQl is the sequence length of the Query at layer l.
The scaling factor dQl is designed for models with dynamic
Query length, which is helpful for normalizing the mask’s
L1 norm to a unified scale. Intuitively, when more tokens are
situated close to the threshold, the gradient LPrune

dτl
becomes

larger. Consequently, this causes an increase in the threshold

Train Test Total

Products 637,511 80,000 717,511
Pairs 858,231 186,084 1,044,315

Table 1. Dataset statistics. The pair in the training set stands for the
image-text pairs, while the pair in the testing set means the pair of
the main image and one auxiliary image.

Category Consumable Hardline Softline Others

Ratio 16.31% 61.22% 10.99% 11.48%

Table 2. Distribution of product categories of the dataset.

value, resulting in the pruning of a greater number of tokens
that are proximate to the threshold boundary. Generally, for
models with original training objectives LModel, the updated
training objective is:

L = LModel + λ · LPrune, (6)

where λ is the regularization parameter to control the aggres-
siveness of pruning.

4. Experiments
4.1. Dataset

A dataset consisting of image-text pairs of general-purposed
e-commerce product types is necessary for evaluating the
proposed MM-LTP method. However, the dataset used in
prior works can hardly fulfill this requirement. For exam-
ple, the Fashion-Gen Data [46], Fashion 200k data [12],
Shopping100 data [1], and FashionIQ data [36] all focus on
the fashion domain. The M5 Product Data [8] and Product
1M Data [42] are in the form of Chinese product titles, as
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Figure 3. Illustration of the experiment and naming rules. The
MM-LTP is designed to be flexible to work with both fine-tuning
the model pre-trained with open-domain datasets, as well as e-
commerce domain models.

the unique characteristics of the Chinese language and its
tokenizing effect on the proposed MM-LTP is out of the
scope of this work. Also, there are related works that collect
data from online marketplaces without releasing the dataset
[3, 35, 37, 40, 41, 43]. Therefore, we establish a benchmark
multimodal dataset1 in the general e-commerce domain with
English captions. The dataset is built upon the Amazon
ECSI dataset [32], which is a uni-modal dataset for prod-
uct shopping queries. After removing products that are no
longer available or have less than two images, the dataset
covers over 710,000 products sold on Amazon.com. Each
product’s data contains a product title, a main image, and
multiple (0 to 10) auxiliary images. The statistics of this
dataset can be found in Table 1. This dataset covers most
common product categories, including but not limited to
Hardlines (e.g., electronics, furniture, ...), Softlines (apparel,
shoes,..), Consumables (personal care, pantry, ...), etc. The
distribution of product categories can be found in Table 2.

4.2. Experiment Setting

We evaluate MM-LTP in a self-contained fashion with a two-
stage process. The experiment setting is depicted in Figure 3.
Designed with flexibility in mind, MM-LTP can be applied
to both open-domain pre-trained models and models already
fine-tuned for the e-commerce field. In the first stage, we
utilize the pre-trained weights of the open-domain model to
assess MM-LTP’s effectiveness in fine-tuning open-domain
models. This stage demonstrates how MM-LTP can improve

1We plan to release this dataset.

general-purpose models by selectively pruning tokens. In
the second stage, we use the model fine-tuned in a common,
non-pruning fashion on the target domain as a starting point,
to evaluate MM-LTP’s capability in further improving the
fine-tuned e-commerce model. This stage illustrates MM-
LTP’s adaptability and effectiveness in a specialized domain,
where precise alignment between visual and textual infor-
mation is crucial. For both stages, we establish a baseline
using the model without token pruning, ensuring a fair and
comprehensive comparison. Additionally, we include an
ablation study to explore the impact of the layer of pruning,
considering models equipped with both self-attention and
cross-attention. In this paper, we select CLIP [30] and AL-
BEF [18] as exemplar multimodal models for all evaluations
mentioned above. For ALBEF, the default pruning layer is
the fusion encoder with cross-attention. We also evaluate the
performance of applying the pruning to both the fusion en-
coder and text encoder’s self-attention, on top of the default
setting.

4.3. Implementation Details and Metric

All experiments were conducted using 8 NVIDIA A100
GPUs, utilizing the PyTorch deep learning framework [29]
and the Ray distributed computing framework [27]. Both the
CLIP and ALBEF models employ a standard ViT-B/16 [9]
vision encoder with 12 layers and 86M parameters. CLIP’s
text encoder is a 12-layer transformer with 63M parame-
ters, while ALBEF’s text and fusion encoders are built on a
6-layer transformer, totaling 124M parameters. Both mod-
els use pre-trained weights provided by their authors. For
the CLIP model, training is conducted for over 100 epochs
with a batch size of 1360, using the AdamW optimizer [25]
with a weight decay of 0.02. The learning rate was initial-
ized at 5e−6, warmed up to 2e−5 after 10 epochs, and then
decreased to 5e−6 using the cosine decay strategy. For AL-
BEF, the original work’s pre-training configuration was used
for the first-stage fine-tuning experiments, and the retrieval
training configuration was applied for the second-stage fine-
tuning experiments. The batch size is adjusted to 320 from
the original configurations. In token pruning, layer-wise
thresholds are initialized with linearly rising values, ending
with a fixed threshold of 0.01 at the final layer. The tempera-
ture parameter T is set at 1e−4. From empirical exploration,
a pruning loss’s regularization parameter λ of 0.1 is found
suitable for all experiments.

We adopt the standard evaluation metric in retrieval, i.e.,
Recall@K (denoted as R@K), which is defined as the pro-
portion of test queries for which the correct targets are suc-
cessfully identified within the top-K retrieved samples [5].
Unless specified, the unit in tables of retrieval performance
is the percentage (%.)
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R@1 R@5 R@10

Off-the-shelf CLIP 42.56 51.29 56.62
CLIP-FT1 53.59 63.24 69.03

CLIP-FT1wTP 55.21 65.13 70.97

↑ 1.62 1.89 1.94

Table 3. Retrieval performance of CLIP model with different first-
stage fine-tuning settings. The best results are in bold font. ↑
indicates the relative improvement with MM-LTP. Note that the
CLIP-FT1 model also achieves a significant improvement, which
underscores the domain disparity between the off-the-shelf model’s
pre-training data and our e-commerce dataset. The ↑ indicates the
improvement from models further fine-tuned by the e-commerce
datasets. (Unless specifically mentioned, this applies to all tabular
results).

4.4. First-Stage Retrieval Performance

The primary objective of the first-stage retrieval is to assess
the capability of MM-LTP in improving the fine-tuning of
models that are pre-trained on open-domain data, specifically
for e-commerce product retrievals. The results for CLIP and
ALBEF, when integrated with MM-LTP, are presented in
Table 3 and Table 4, respectively. These results highlight
that MM-LTP effectively boosts the retrieval performance
across models with varying fusion strategies.
CLIP As illustrated in Table 3, both CLIP-FT1 and CLIP-
FT1wTP register an improvement of over 10 percentage
points compared to the baseline CLIP. This significant en-
hancement underscores the domain disparity between CLIP’s
original pre-training data and our specialized e-commerce
dataset. Notably, CLIP-FT1wTP outperforms CLIP-FT1
by over 1.6 percentage points across all metrics. Such a
performance boost suggests that MM-LTP is particularly
adept at refining models that rely on self-attention-based
text encoders. Given that models like CLIP solely utilize
self-attention and are guided by contrastive loss, MM-LTP’s
ability to prune redundant and noisy tokens from product
captions is especially desirable. Pruning not only reduces
noise in the text encoder but also provides cleaner and more
focused textual cues to the vision backbone. When the vi-
sion model is trained with these refined textual cues, it can
form a better association between visual and textual features.
The improved alignment between the two modalities ensures
that the vision backbone can identify and retrieve relevant
products more accurately, based on the denoised textual in-
formation. In essence, by enhancing the text representation,
MM-LTP indirectly strengthens the vision backbone, leading
to improved retrieval performance in e-commerce settings.
ALBEF Table 4 presents the retrieval performance of the
ALBEF model under various configurations. The results
reveal that the integration of MM-LTP with cross-attention
leads to over three percentage points retrieval performance

R@1 R@5 R@10

Off-the-shelf ALBEF 38.60 47.40 53.03
ALBEF-FT1 51.68 62.27 68.68

ALBEF-FT1wTP 54.59 65.09 71.36
ALBEF-FT1wTP-All 57.06 67.54 73.74

↑ 5.38 5.27 5.06

Table 4. Retrieval performance of ALBEF model with different
first-stage fine-tuning settings. ↑ indicates the highest relative
improvement with MM-LTP.

boost. Remarkably, when pruning is extended to both self-
attention and cross-attention, there’s an uplift of over five
percentage points. This gain surpasses the improvement
observed in the CLIP model. Such outcomes suggest that
MM-LTP is more adept at pruning noisy text tokens when
there’s an explicit multimodal interaction, such as cross-
attention, compared to an implicit one.

Furthermore, the intricate design of multiple optimiza-
tion objectives in ALBEF complements MM-LTP’s func-
tionality. The contrastive alignment loss and self-attention
mechanisms in ALBEF’s text encoder are similar to those
in CLIP. They effectively serve as a preprocessing step for
explicit multimodal fusion. By the time the multimodal fu-
sion occurs, the text tokens deemed noisy and redundant
have already undergone soft-pruning. This ensures that the
vision embeddings are more attuned to the remaining in-
formative text tokens, thereby enhancing their alignment
and retrieval accuracy. This synergy between MM-LTP and
ALBEF’s design is particularly beneficial for training a ro-
bust vision encoder. The improved alignment is crucial for
image-to-image retrieval tasks. In such tasks, the model
relies heavily on the vision encoder to extract and compare
visual features, and vision encoders trained from denoised
textual information have better capabilities of recognizing
subtle visual patterns and nuances.

The evaluation of CLIP and ALBEF demonstrates the
effectiveness of MM-LTP in the first-stage fine-tuning, par-
ticularly for models pre-trained with open-domain data being
adapted for e-commerce applications.

4.5. Second-Stage Retrieval Performance

Table 5 and Table 6 present the results of the second-stage
fine-tuning for both models, simulating the application of
MM-LTP for fine-tuning an e-commerce model. For CLIP,
the integration of MM-LTP results in an over 2.3 percentage
points boost in retrieval performance. In the case of ALBEF,
MM-LTP contributes to an improvement of approximately
five percentage points across all metrics.

These outcomes show the potential of MM-LTP in re-
fining e-commerce models to improve performance. When
compared to the baseline model CLIP-FT2 which undergoes
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R@1 R@5 R@10

Off-the-shelf CLIP 42.56 51.29 56.62
CLIP-FT1 53.59 63.24 69.03
CLIP-FT2 54.55 64.29 70.08

CLIP-FT2wTP 55.95 65.81 71.57

↑ 2.36 2.57 2.54

Table 5. Retrieval performance of CLIP model with different fine-
tuning settings at different stages. ↑ indicates the improvement
with MM-LTP in the second-stage fine-tuning.

R@1 R@5 R@10

Off-the-shelf ALBEF 38.60 47.40 53.03
ALBEF-FT1 51.68 62.27 68.68
ALBEF-FT2 53.83 64.44 70.83

ALBEF-FT2wTP 54.77 65.37 71.78
ALBEF-FT2wTP-All 56.75 67.39 73.65

↑ 5.07 5.12 4.97

Table 6. Retrieval performance of ALBEF model with different
fine-tuning settings at different stages. ↑ indicates the highest
improvement with MM-LTP in the second-stage fine-tuning.

R@1 R@5 R@10

CLIP-FT1wTP-Setup 1 53.99 64.06 70.10
CLIP-FT1wTP-Setup 2 53.38 63.41 69.26
CLIP-FT1wTP-Setup 3 54.92 64.75 70.65

CLIP-FT1wTP 55.21 65.13 70.97

Table 7. Retrieval performance of CLIP model with different im-
portance score’s calculation setup in the first-stage fine-tuning.

fine-tuning without token pruning, the CLIP-FT2wTP model
outperforms it by roughly one percentage point. Similarly,
ALBEF’s top-performing second-stage fine-tuned model,
ALBEF-FT2wTP-All, exceeds the baseline ALBEF-FT2 by
about three percentage points. The trajectory of these im-
provements mirrors the trends observed during the first-stage
fine-tuning.

Delving deeper into the comparative gains between the
two stages, it becomes evident that MM-LTP achieves more
significant improvement during the first stage. One plausible
explanation for this observation is that, at the first stage,
the model is more malleable, allowing MM-LTP to more
effectively prune and refine the textual cues.

4.6. Ablation Study

To analyze the effectiveness of calculating the importance
score using the Key’s [CLS] token with the Query’s non-
[CLS] token, we carried out an ablation study with distinct

R@1 R@5 R@10

CLIP-FT2wTP-Setup 1 54.03 63.86 69.82
CLIP-FT2wTP-Setup 2 53.69 63.35 69.18
CLIP-FT2wTP-Setup 3 55.68 65.55 71.31

CLIP-FT2wTP 55.95 65.81 71.57

Table 8. Retrieval performance of CLIP model with different im-
portance score’s calculation setup in the second-stage fine-tuning.

R@1 R@5 R@10

ALBEF-FT1wTP-Setup 1 50.42 60.75 67.12
ALBEF-FT1wTP-Setup 2 50.72 61.13 67.52
ALBEF-FT1wTP-Setup 3 54.26 64.73 71.01

ALEBF-FT1wTP 54.59 65.09 71.36

ALBEF-FT1wTP-All-Setup 1 56.15 66.67 72.94
ALBEF-FT1wTP-All-Setup 2 56.55 67.15 73.40
ALBEF-FT1wTP-All-Setup 3 56.82 67.46 73.70

ALBEF-FT1wTP-All 57.06 67.54 73.74

Table 9. Retrieval performance of ALBEF model with different
importance score’s calculation setup in the first-stage fine-tuning..

setups for importance score computation: Setup 1: The
computation involves all Key tokens and all Query tokens.
Setup 2: The computation uses the Key’s [CLS] token and
all Query tokens. Setup 3: The computation incorporates all
Key tokens and the Query’s non-[CLS] token.

The retrieval results for both CLIP and ALBEF models
under these configurations are detailed in Table 7, Table
8, and Table 9. A comprehensive analysis of these results
reveals that models employing our proposed calculation ap-
proach consistently yield the topmost retrieval performance,
irrespective of the fine-tuning stages and token pruning lay-
ers. Among the three configurations, Setup 3 has the per-
formance closest to that of MM-LTP. For the CLIP model,
Setup 1 slightly outperforms Setup 2. However, for ALBEF,
Setup 1 lags behind Setup 2 by a narrow margin.

These findings confirm the value of harnessing the aggre-
gated information present in the Key’s [CLS] token. This
approach acts as an additional denoising step that refines
the importance scores. Particularly for models like AL-
BEF, which employ cross-attention between text (Query)
and image (Key), potential redundancy and noise exist in
both modalities. By emphasizing the [CLS] token’s consoli-
dated information, we mitigate these challenges, ensuring a
more accurate alignment between text and image representa-
tions. Furthermore, by focusing on cleaner and more concise
textual cues, the vision encoder is trained to recognize and
prioritize salient visual features more effectively.
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Figure 4. Grad-CAM visualizations on the cross-attention maps of the ALBEF-FT1wTP model, corresponding to individual words in the
product title.

4.7. Grad-CAM Visualization

In Figure 4, We provide a Grad-CAM [33] visualization of
the ALBEF-FT1wTP model’s cross-attention maps corre-
sponding to each word in the product title. Following the
implementation in ALBEF’s paper, we pick the multimodal
fusion encoder’s third layer for the visualization.

The attention maps reveal distinct patterns of focus.
Words that are visually descriptive, such as ”valve,” ”dog,”
and ”handle,” exhibit concentrated attention areas. This sug-
gests that the model emphasizes regions in the image that
correspond to these descriptive terms. In contrast, brand
names or words that lack a direct visual counterpart in the
image, like ”zurn,” ”ichoue,” and ”estwing,” show diffused
and scattered attention patterns.

The difference in attention distribution demonstrates the
model’s ability to discern between text tokens. The model
appears to diminish its attention toward text tokens that are
potentially noisy or less relevant while honing in on tokens
that provide meaningful visual cues. Such behavior aligns
with our fundamental hypothesis and motivation: to priori-
tize informative text tokens and reduce the influence of ex-
traneous ones. This selective attention mechanism not only
highlights the model’s capability to differentiate between
visually grounded and non-grounded textual information but
also provides a rationale for our token pruning approach.

5. Discussion
The MM-LTP method has demonstrated its effectiveness
through our evaluation. To ensure its robustness and wide
applicability, future investigations will focus on evaluating

MM-LTP’s adaptability and efficiency across a spectrum of
real-world scenarios, including datasets with diverse levels
of image-text misalignment, varying sizes, and different
balances between visual and non-visual attributes.

Exploring MM-LTP’s performance across different back-
bone model sizes and specialized product categories will
also be crucial in uncovering its limits and potential. By con-
ducting these investigations and assessing its applicability to
a wide range of e-commerce platforms, we aim to establish
MM-LTP as a robust and versatile solution for improving
e-commerce product search experiences.

6. Conclusion
In this paper, we address the challenges of noisy image-
text pair alignments in e-commerce datasets and propose
the MM-LTP method as a solution. Leveraging token prun-
ing, MM-LTP facilitates training multimodal transformer
models with cleaner image-text pairings. By pruning re-
dundant and noisy text tokens, MM-LTP denoises the text
branch and strengthens the vision encoder, leading to a
more efficient multimodal model for e-commerce applica-
tions. Our evaluation with a large-scale e-commerce dataset
has demonstrated MM-LTP’s effectiveness in improving vi-
sual search performance. Also, the proposed method is
flexible and compatible with models like CLIP that rely
on alignment loss and those like ALBEF with fusion net-
works.
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