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Supplementary Material

1. Extra Results and Visualization :
In this supplementary section, we present additional results
and visualizations of the attention maps that provide fur-
ther insight into our medical report generation system which
shown in Figure 1. These results extend beyond the scope
of the original paper and aim to offer a more comprehensive
understanding of our method and its performance.

Below are some results in Figure 2, 3 from the breast
dataset, which demonstrate the usefulness of our model in
generating reports. We present attention maps generated by
both BLIP and our InVERGe model’s Encoder and CMQFL
Layer in Figure 4. We also show the attention maps in indi-
vidual words.



Figure 1. In this illustration, we present some sets of reports gen-
erated by the proposed InVERGe model, each accompanied by the
corresponding ground truth reports for the X-ray images. Matched
text is highlighted in the same colour to emphasise the alignment
between ground truth and predicted reports. Partially, we also
show the attention maps generated by the BLIP and our InVERGe
model’s Encoder and CMQFL Layer.

Figure 2. These are the results on the low-energy images.

Figure 3. These are the results on the subtraction images.

Figure 4. Individual words Visualization of each words of a report.
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