
 

 

 

This supplementary material supports the findings pre- 

sented in our paper. Due to space limitations in the main 

text, additional results on the outdoor night2 and outdoor 

night3 datasets are provided here. These tables offer a more 

comprehensive evaluation of our model’s performance 

across different environmental conditions. 

Section 4 shows the results of our unified transformer 

model on MVSEC and EventScape Datasets. MVSEC 

consists of four driving datasets, Outdoor night1, night2, 

night3 and day1. In the main text, we tabulated the results 

on night1 and day1 to show the model’s performance in 

different lightning conditions. Table 2 tabulates the 

different metric results of our model with HMNet [1] on 

outdoor night2 and night3 datasets. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 shows the ablation study on night2 and night3 

datasets for components impact analysis and transformer 

encoder analysis. 
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