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Figure 1. Sample portraits from the NTIRE 2024 Portrait Quality Assessment Challenge testing set.

Abstract

This paper reviews the NTIRE 2024 Portrait Quality As-
sessment Challenge, highlighting the proposed solutions
and results. This challenge aims to obtain an efficient deep
neural network capable of estimating the perceptual qual-
ity of real portrait photos. The methods must generalize
to diverse scenes and diverse lighting conditions (indoor,
outdoor, low-light), movement, blur, and other challenging
conditions. In the challenge, 140 participants registered,
and 35 submitted results during the challenge period. The
performance of the top 5 submissions is reviewed and pro-
vided here as a gauge for the current state-of-the-art in Por-
trait Quality Assessment.
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1. Introduction

Portrait Quality Assessment (PQA) is becoming increas-
ingly important in a variety of fields, from social media en-
gagement to professional photography. The subjective na-
ture of aesthetic appreciation, combined with the technical
complexities of image capture and processing, makes PQA
a challenging task. While Redi et al. [25] have explored
the attributes that contribute to the perceived beauty of por-
traits, the utility-focused approach of Face Image Quality
Assessment (FIQA) [27] underscores the diversity of crite-
ria required for different quality assessment contexts.

The widespread use of smartphones has democratized
portrait photography, yet achieving professional-quality im-
ages remains a challenge due to hardware limitations and
the intricacies of advanced image processing techniques.
Traditional objective quality assessment methods often fall
short, as they typically do not account for the non-linear
processing involved in modern photography, such as multi-
image fusion and AI enhancements [32]. This gap has led
to the rise of Blind Image Quality Assessment (BIQA) ap-
proaches, which evaluate image quality without the need
for reference images. However, these methods frequently
overlook the scene-specific semantics that significantly in-
fluence perceived quality, leading to a “one-size-fits-all” ap-
proach that is rarely effective across varied conditions. The
challenges of domain shift and generalization — where the

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

6732

https://cvlai.net/ntire/2024
https://github.com/DXOMARK-Research/PIQ2023
https://github.com/DXOMARK-Research/PIQ2023


quality assessment model fails to adapt to different condi-
tions — remain as significant obstacles [41].

This paper introduces several novel frameworks aimed
at addressing the shortcomings of current PQA methods,
particularly in handling domain shifts and ensuring gener-
alizability to unseen portrait conditions. Through an or-
ganized challenge, we seek to explore and validate these
frameworks, setting new standards for PQA that can adapt
to the diverse and dynamic nature of portrait photography.
Our challenge relies on the PIQ23 public dataset [3] and a
private portrait dataset designed specifically to explore the
aforementioned challenges.

Related Computer Vision Challenges Our challenge
is one of the NTIRE 2024 Workshop associated chal-
lenges on: dense and non-homogeneous dehazing [1],
night photography rendering [2], blind compressed im-
age enhancement [38], shadow removal [33], efficient
super resolution [26], image super resolution (×4) [7],
light field image super-resolution [36], stereo image super-
resolution [35], HR depth from images of specular and
transparent surfaces [40], bracketing image restoration and
enhancement [43], portrait quality assessment [4], qual-
ity assessment for AI-generated content [21], restore any
image model (RAIM) in the wild [19], RAW image
super-resolution [9], short-form UGC video quality assess-
ment [18], low light enhancement [22].

2. Portrait IQA Challenge

In this challenge, we introduce the PIQ benchmark [4],
based on the PIQ23 portrait dataset [3] published in 2023,
composed of diverse skin tone photographs in challenging
scenarios for smartphone cameras. The dataset is divided
into 50 “scenes” defined by their illumination condition,
target distance, framing, posture, background, etc. Every
scene has around 100 images collected from multiple smart-
phones and covering various subjects. Each scene is sepa-
rately annotated according to three image quality attributes
(detail/noise, exposure/contrast, and overall) using pairwise
comparisons, which yields precise and consistent quality in-
sights when applied to image groups with similar content.
Around 600k comparisons in total (for the 3 features) were
collected from 30 experts in controlled visualization condi-
tions (calibrated screens, fixed eye-to-screen distance, con-
trolled background illumination, etc. [3]). These annota-
tions were converted to JODs (Just Objectionable Differ-
ence), quality units where 1 unit apart means that 75% of
the observers can see the quality difference between two
images, using psychometric scaling algorithms. By de-
sign, each scene has an independent quality scale where the

https://cvlai.net/ntire/2024/

scores of the scenes are not inter-comparable. This intro-
duces a challenge when training machine learning models.

Test Dataset and Evaluation In this challenge, we pro-
posed to focus on the overall attribute and a “generaliza-
tion split” (we will refer to this as the challenge testing set,
hidden/private test), that is, to evaluate the capacity of the
models to generalize outside the training scenes when eval-
uating the overall quality of the portrait. We cannot expect
the ML model to correctly estimate the JOD quality value
of the image since it is dependent on the scene, but it should
be able to correctly rank a set of images according to their
quality.

We split the evaluation procedure into two phases. For
the preliminary testing phase, we propose to use the public
PIQ23 (Fig. 2) test set with no scene overlap with the train-
ing set (the images of scene 1 in the training set cannot be in
the testing set). The final testing phase is based on a private
test set composed of 96 single-person scenes of 7 images
each, taken with 6 high-quality smartphone images and 1
DSLR capture edited by a photographer used as the quality
reference (Figs. 1 and 3).

The participants do not have access to the challenge gen-
eralization testset. The results are obtained by executing
their submitted models to ensure reproducibility, and basic
runtime requirements on commercial GPUs.

2.1. Baseline Models

We have chosen to compare the proposed models with mul-
tiple baseline methods from the HyperIQA family (Hyper-
IQA [29], SEM-HyperIQA [3] and FHIQA [5]) which are
specifically designed to tackle the domain shift and scene
semantics understanding, and that have proven performance
on the PIQ23 dataset.

HyperIQA uses the HyperNetwork architecture to in-
corporate semantic information into image quality predic-
tions. Building upon HyperIQA, SEM-HyperIQA intro-
duces a multitasking approach that allows for scene-specific
rescaling of quality scores. It employs a multi-layer percep-
tron (MLP) to predict the scene category of an image, which
is then used to adjust the quality scores of individual patches
through a scene-specific multiplier and offset. However, it
assumes that each image belongs to a known scene category,
which limits its ability to generalize to new scenes. FHIQA
(Fig. 4) extends the concept of quality score rescaling by
utilizing the entire scene prediction vector, rather than rely-
ing on a single scene category. This vector represents the
similarity of the input image to all known scene categories,
allowing FHIQA to rescale the pre-quality score based on a
weighted combination of these similarities. The key inno-
vation of FHIQA lies in its potential to generalize to new
scene categories not included in the training set, by leverag-
ing the information encoded in the classification weights.
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Figure 2. Examples from the train/test split of PIQ23 [3]. The test set incorporates various framing settings, backgrounds, subject
characteristics, and weather conditions that are significantly distinct from the training set.

Figure 3. Sample images from two scenes of the challenge generalization test set. The three first image columns were taken with different
smartphone devices, while the last column of images was taken with a DSLR camera and edited by a professional photographer.

3. Challenge Results and Methods
In the following sections we describe the best challenge so-
lutions. Note that the method descriptions were provided by
each team as their contribution to this survey.

In Tab. 1 we provide the benchmark using standard cor-
relation metrics. We can observe that all the methods strug-
gle to generalize in the challenge testset. The reason is that

the new test images were captured using high-quality smart-
phones, extending the PIQ23 [3] dataset. The models strug-
gle with this quality domain gap, which indicates that the
model performance highly depends on the device used for
capturing the data.

In Tab. 2 we provide the final ranking and additional in-
formation of the methods.
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Figure 4. Diagram of FULL-HyperIQA (FHIQA). The figure illustrates how FHIQA processes input images, extracts semantic information,
and adapts the quality prediction based on scene-specific evaluations.

PIQ23 Test [3] Challenge Test
Team Method SRCC PLCC KRCC SRCC PLCC KRCC

Xidian-IPPL RQ-Net (Sec. 3.1) 0.820 0.839 0.621 0.554 0.597 0.381
BDVQAGroup BDVQA (Sec. 3.2) 0.849 0.866 0.667 0.393 0.575 0.333
SJTU MMLab PQE (Sec. 3.3) 0.864 0.857 0.690 0.411 0.544 0.333
I²Group MoNet (Sec. 3.4) 0.760 0.791 0.580 0.357 0.433 0.286
SECE-SYSU SAR (Sec. 3.5) 0.828 0.855 0.651 0.304 0.453 0.238

Baseline 1 HyperIQA [29] 0.740 0.736 0.550 0.429 0.560 0.333
Baseline 2 SEM-HyperIQA [3] 0.749 0.752 0.558 0.518 0.605 0.333
Baseline 3 FULL-HyperIQA [5] 0.778 0.784 0.586 0.536 0.633 0.429

Table 1. Challenge Benchmark. SRCC: Spearman Rank Correlation Coefficient, PLCC: Pearson Linear Correlation Coefficient, KRCC:
Kendal Rank Correlation Coefficient. The correlation metrics are calculated per scene, and the final result corresponds to the median of
scene-wise metrics. We highlight the best and second best.

Team Method PIQ23 Test [3] Challenge Test # Params. (M) Extra Data Train Res.

Xidian-IPPL RQ-Net (Sec. 3.1) 0.751 0.517 57.6 Yes 224
BDVQAGroup BDVQA (Sec. 3.2) 0.779 0.433 794 No 384
SJTU MMLab PQE (Sec. 3.3) 0.811 0.429 174 Yes 384
I²Group MoNet (Sec. 3.4) 0.710 0.368 408 No 384
SECE-SYSU SAR (Sec. 3.5) 0.777 0.315 149 No 224

Baseline 1 HyperIQA [29] 0.676 0.456 128 No 1300px
Baseline 2 SEM-HyperIQA [3] 0.690 0.501 145 No 1300px
Baseline 3 FULL-HyperIQA [5] 0.711 0.515 145 No 1300px

Table 2. The final metric for each testing set consists of the median of the scene-wise average of the SRCC, PLCC, and KRCC correlations.
We also provide the training resolution in pixels (px), number of parameters (in Millions), and if the team used additional data for training.
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3.1. RQ-Net: Towards Robust Cross-scene Relative
Quality Assessment

Team Xidian IPPL

Zhichao Duan, Xinrui Xu, Yipo Huang, Quan Yuan,
Xiangfei Sheng, Zhichao Yang, Leida Li

Xidian University

Contact: zach@stu.xidian.edu.cn

The team presents a method for Robust Cross-scene
Relative Quality Assessment.

RQ-Net is a method to predict the relative quality of im-
ages. It consists of two branches: global quality percep-
tion and local quality perception. As shown in Fig. 5. A
downsampled version of image used as input to the global
branch, and multiple patches cropped from HD image are
used as input to the local branch. This simple design is
inspired by some previous work [17, 37]. Both branches
use ViT-B/16 [10] with shared weights as the backbone and
are initialized with CLIP [24] pre-trained weights. After
ViT encoding, the class (global) features and grid (local)
features are fused by a Global-Local Feature-aware Block
and the relative quality scores of the images are predicted.
We propose the following two main contributions to achieve
Robust Cross-scene “Relative Quality” Assessment:

(1) Scale-shift invariant loss. Attempting to train with
data from different scenes/domain for cross-scene gener-
alization is difficult and inappropriate due to the different
quality label scales of images between scenes and the pres-
ence of domain shift. We propose to predict quality in
a “relative quality space” with scale-shift invariant loss to
handle this ambiguity. In a mini-batch prediction, let S be
the number of scene categories in the batch and K be the
sample size of each category. Then we define the scale-shift
invariant loss as:

L =
1

SK

S∑
i=1

K∑
j=1

∥∥q̂ij − q̂∗ij
∥∥ (1)

where q̂ij and q̂∗ij are the scores of the prediction and ground
truth after mapping them into relative quality space. For K
samples in each scene, we use a simple and robust way to
map predictions and ground truth to a zero-shift and unit-
scaled quality space:

t(q) = median(q), s(q) = mean(∥q − t(q)∥)

q̂ =
q − t(q)

s(q)
, q̂∗ =

q∗ − t(q∗)
s(q∗)

(2)

We uses the parameters S,K and a custom
torch.utils.data.Sampler to balance the scene
richness and sample richness of the training process.

(2) Pre-training with mixed multi-source data. Since
we train the model in relative quality space, multiple

datasets can be easily blended for joint tuning. We pro-
pose two pre-training strategies and use bagging ensem-
ble method, RQgeneral and RQportrait are trained for ensem-
bles. Specifically, we mix four datasets SPAQ [12], KonIQ-
10k [14], LIVE In the Wild [13] and RBID [8] and consider
them to be from four different scenes (domains). RQgeneral

is pre-trained in the relative quality space and fine-tuned
on the PIQ23. In addition, we construct the PIQ23-Face
dataset by masking the regions outside the face in the PIQ23
image. RQportrait is pretrained on PIQ23-Face with the same
strategy, but using three separate Global-Local Feature-
aware Blocks to perceive detail, exposure and overall qual-
ity. Finally fine-tuned on PIQ23. The two pre-training ap-
proaches greatly promote the model’s cross-scene evalua-
tion capability and the robustness of portrait evaluation. The
model is illustrated in Fig. 5.

We use ViT-B/16 [10] as the backbone and are initialized
with CLIP [24] pre-trained weights.

We pre-train using two types of datasets and then fine-
tune on the PIQ23-Overall provided by the challenge. The
data used for pre-training is:
(1) External public datasets: SPAQ [12], KonIQ-10k [14],
LIVE In the Wild [13] and RBID [8].
(2) PIQ23-Face: Obtained by pre-processing the PIQ23
dataset. Regions other than the face in the original image
are masked to 0, and the detail, exposure and overall quality
scores in the original dataset are used for supervised multi-
task learning.

Training: The original HD image is first resized to
244×244, then randomly crop and flip for augmentation.
The cropped image of size 224×224 is used as input for
the global branch. For the local branch, the HD image is
also applied with random flip and then divided into 7×7=49
squares. The 32×32 sized mini-patches cropped from each
square are re-spliced into 224×224 sized inputs.

Inference: The inputs for testing and training are the same.
But for testing augmentation, four-corner, top, bottom, left,
right, and center crops are used instead of randomly flipping
and cropping the images.

Implementation details The team implemented RQ-Net
by PyTorch and train it on two NVIDIA 4090 GPUs. The
original HD image is first resized to 244×244, then ran-
domly crop and flip for augmentation. The cropped image
of size 224×224 is used as input for the global branch. For
the local branch, the HD image is also applied with random
flip and then divided into 7×7=49 squares. The 32×32
sized mini-patches cropped from each square are re-spliced
into 224×224 sized inputs. The inputs for testing and train-
ing are the same. But for testing augmentation, four-corner,
top, bottom, left, right, and center crops are used instead of
randomly flipping and cropping the images.
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Figure 5. Diagram of the RQ-Net proposed by Team Xidian IPPL.

We use the Adam optimizer with weight decay of 1 ×
10−5 to train RQ-Net, with mini-batch size of 128 (S=4,
K=32). We use the cosine decay learning rate strategy, with
a maximum learning rate of 1× 10−5.

Four models with the same structure were eventu-
ally trained for ensemble. RQgeneral-M1, RQportrait-M1,
RQgeneral-M2 and RQportrait-M2, where general/portrait de-
notes the two pre-training strategies introduced previously,
and M1/M2 denotes different training set division strate-
gies.

3.2. Ranking based vision transformer network for
image quality assessment.

Team BDVQA Group

Haotian Fan, Fangyuan Kong, Yifang Xu

ByteDance Inc

The team proposed a method based on MSTRIQ Wang
et al. [34], a Swin-Transformer based method. We raise
several training and inference tricks to increase the perfor-
mance of this method. We combined rank loss and mse loss
to increase the model same-scene ranking ability.

The merged ranking loss is given by:

lossmerged loss =
2
N

∑
i=0:2:N

{
eŷ

i−ŷi+1

+ (yi − ŷ)2, if yi < yi+1

(yi − ŷ)2, others
(3)

We used several data augmentation method to increase
the training dataset and enhance robustness of our model:
Random Crop image into patches, Random Rotation.

We also use Test time augmentation (TTA) can perform
random modifications to the testing images. The following

Figure 6. Siamese Swin Transformer [23] approach proposed by
Team BDVQA.

TTA methods are implemented to increase our model per-
formance: (i) FiveCrop and TenCrop, (ii) Random crop then
inference each image 18 times averaged.

We use Swin transformer [23] pre-trained on ImageNet.
No additional datasets were used. The data pre-processing
consists on random resized crops. The overall training
method is illustrated in Fig. 6.

Implementation details The model is implemented in
Pytorch. The estimated training time is 2h using 8 A100
GPUs (40G). The models are trained using AdamW opti-
mizer and learning rate 2e−5.

The input images are augmented using random resized
crop to 384 x 384. During inference, we use test time aug-
mentation (TTA) of random crops 18 times, and average the
results to produce the final output.
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Figure 7. PQE method proposed by Team SJTU MMLab.

3.3. PQE: A Portrait Quality Evaluator by Ana-
lyzing the Characteristics of Facial and Full
Images

Team SJTU MMLab

Wei Sun 1, Weixia Zhang 1, Yanwei Jiang 1, Haoning Wu 2,
Zicheng Zhang 1, Jun Jia 1, Yingjie Zhou 1, Zhongpeng

Ji 3, Xiongkuo Min 1, Weisi Lin 2, Guangtao Zhai 1

1 Shanghai Jiao Tong University
2 Nanyang Technological University

3 Huawei

Contact: sunguwei@sjtu.edu.cn

The team introduces a two-branch portrait quality assess-
ment model motivated by the influence of both facial and
background components on portrait quality. Thus, employ-
ing a single neural network on the portrait image is insuf-
ficient to model the quality relationship between the facial
and the background components.

To address this problem, we propose a two-branch neu-
ral network (each branch consisting of a Swin Transformer-
B [23]) for portrait quality assessment, where two branches
are used to model the quality characteristics of the full and
the facial components respectively.

Moreover, the shooting scene (including luminance, en-
vironment, etc.) also impact the perception of portrait qual-
ity. Therefore, we perform LIQE [42], a CLIP based scene
classification and quality evaluation model, to extract scene
and quality features for the full image. Subsequently, we
concatenate these features and utilize a two-layer MLP to
derive the quality scores. We employ the learning-to-rank
training method [42] and use the fidelity loss [31] as the
loss function to optimize the model.

We use LIQE, a pre-trained model trained on
LIVE [28], CSIQ [15], KADID-10k [20], BID [8],
CLIVE [13], and KonIQ-10k [14] to extract scene and qual-
ity features. The branch for the entire image is pre-trained
on the LSVQ [39] dataset and the branch for the facial im-
age is pre-trained on the GFIQA [30] dataset. For images in
the PIQ23 dataset, we use yolo-face package to extract the
face images from the full portrait image.

Training: We use the fidelity loss to train our model.
Specifically, for an image pair (x, y) from the same scene
in the PIQ23 dataset, we compute a binary label according
to their ground-truth JODs:

p(x,y) =

{
0 if q(x) ≥ q(y))

1 otherwise
(4)

We estimate the probability of x perceived better than y as

p̂(x,y) = Φ(
q̂(x)− q̂(y)√

2
), (5)

where Φ(·) is the standard Normal cumulative distribution
function, and the variance is fixed to one. We adopt the
fidelity loss to optimize the model:

ℓ(x,y;θ) =1−
√
p(x,y)p̂(x,y)

−
√
(1− p(x,y))(1− p̂(x,y)).

(6)

During training, both the resolutions of full and facial
images are resized to 384 × 384. We train the model on
2 NVIDIA RTX 3090 GPUs with a batch size of 6. The
training epoches are set as 10. Learning rate is 1× 10−5.

We use the Swin Transformer-B as the backbone, which
is a hybrid network structure. We use yolo-face as the face
detector, which is a CNN network structure. LIQE is the
transformer based network structure. The model is illus-
trated Fig. 7.
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Implementation details
• Optimizer: Adam
• Learning rate: 1× 10−5

• GPUS: 2 NVIDIA RTX 3090
• Datasets: We use the LSVQ dataset to pre-train the

branch for the full image to obtain a robust quality-aware
feature representation and use the GFIQA dataset to pre-
train the branch for the facial image to obtain facial-
related quality feature representation. We train the whole
model on the PIQ23 dataset.

• Training Time: 2 hours
• Training Strategy: Pair-wise training
• Augmentations: Randomly crop

3.4. A Mean-Opinion Network For Portrait Quality
Assessment: MoNet

Team I2Group

Zewen Chen 1,2, Wen Wang 3, Juan Wang 1, Bing Li 1

1 State Key Laboratory of Multimodal Artificial
Intelligence Systems, CASIA

2 School of Artificial Intelligence, University of Chinese
Academy of Sciences

3 Beijing Jiaotong University

Contact: chenzewen2022@ia.ac.cn

We take the dataset annotation process, where differ-
ent annotators will annotate different opinion scores for the
same image and the average of theses scores is applied as
the label, namely mean opinion score (MOS). Thus, a novel
network architecture called mean-opinion network (MoNet)
is proposed [6]. Mimicking the human rating process, we
develop a multi-view attention learning (MAL) module for
the MoNet to implicitly learn diverse opinion features by
capturing complementary contexts from various perspec-
tives. The opinion features collected from different MALs
are integrated into a comprehensive quality score, effec-
tively relieving the impacts of hyper-parameter configura-
tions on the performance, facilitating more robust quality
score assessment. To be more alignment with this chal-
lenge, we additionally take a full connection (FC) layer to
get the scenes classification.

Global Method Description We present a novel network
called mean-opinion network (MoNet), which collects var-
ious opinions by capturing diverse attention contexts to
make a comprehensive decision on the image quality score.
Fig. 8 shows the network architecture of the MoNet, which
mainly consists of three parts: i) a pre-trained ViT is em-
ployed for multi-level feature perception, ii) multi-view at-
tention learning (MAL) modules are proposed for opinion
collection, and iii) an image quality score regression mod-
ule is designed for quality estimation.

A) Multi-level Semantic Perception. Given an image
I ∈ RH×W×3, we firstly crop it into C patches with the
size of S×S, where H and W denote the height and width
of the image and C = H×W

S2 . Then the patches are flat-
tened and fed into a linear projection with the dimension
of D, producing the embedding feature E ∈ RC×D. Subse-
quently, the features E sequentially traverses 12 transformer
blocks, resulting in a set of multi-level features. Finally, the
outputs of N transformer blocks are selected and used as
basic features, denoted as fj (1 ≤ j ≤ N ).

B) Multi-view Attention Learning Module. The crit-
ical part of the MoNet is the multi-view attention learning
(MAL) module. The motivation behind it is that individ-
uals often have diverse subjective perceptions and regions
of interest when viewing the same image. To this end, we
employ multiple MALs to learn attentions from different
viewpoints. Each MAL is initialized with different weights
and updated independently to encourage diversity and avoid
redundant output features. The number of MALs can be
flexibly set as a hyper-parameter. We show in our results its
effect on the performance of our model.

As shown in Fig. 8, the MAL starts from N self-
attentions (SAs), each of which is responsible to process
a basic feature fj (1 ≤ j ≤ N ). The outputs of all the
SAs are concatenated, forming a multi-level aggregated fea-
ture F ∈ RC×D×N . Then F passes through two branches,
i.e., a pixel-wise SA branch and a channel-wise SA branch,
which apply a SA across spatial and channel dimensions,
respectively, to capture complementary non-local contexts
and generate multi-view attention maps. In particular, for
the channel-wise SA, the feature F is first reshaped and per-
muted to convert the size from C×D×N to D× (C×N).
After the SA, the output feature is permuted and reshaped
back to the original size C×D×N . Subsequently, the out-
puts of the two branches are added and average pooled, gen-
erating an opinion feature. The design of the two branches
has two key advantages. First, implementing the SA in
different dimensions promotes diverse attention learning,
yielding complementary information. Second, contextu-
alized long-range relationships are aggregated, benefiting
global quality perception.

C) Image Quality Score Regression. Assuming that M
opinion features are generated from M MALs employed in
the MoNet. To derive a global quality score from the col-
lected opinion features, we utilize an additional MAL. The
MAL integrates diverse contextual perspectives, resulting
in a comprehensive opinion feature that captures essential
information. This feature is then processed through a trans-
former block, three convolutional layers with kernel sizes
of 5× 5, 3× 3, and 3× 3 to reduce the number of channels,
followed by two fully connected layers that transform the
feature size from 128 to 64 and from 64 to 1. Finally, we
obtain a predicted quality score from the MoNet. For the
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Figure 8. Network architecture of the proposed MoNet (left) and multi-view attention learning module (right).

scene classification, we additionally take a FC layer simiar
to the image quality score regression.

Implementation details The pre-trained ViT model
vit base patch16 384 is used as the backbone of the
MoNet. We use N = 4 transformer blocks to extract basic
features, namely the 3rd, 6th, 9th and 12th blocks. The de-
fault number of the MAL is set to M = 5. We use the Adam
optimizer with a learning rate of 1× 10−5 and a weight de-
cay of 1 × 10−5. The learning rate is adjusted using the
Cosine Annealing for every 50 epochs. We train our model
for 100 epochs with a batch size of 11 on one RTX3090. We
take the mean square error (MSE) loss to reduce the discrep-
ancy between the predicted scores and ground truths (GT).
And we take the cross-entropy loss for scene classification.

3.5. Scene Adaptive Global Context and Local Fa-
cial Perception Network for Portrait Image
Quality Assessment

Team SECE-SYSU

Xiaoqi Wang, Junqi Liu, Zixi Guo, and Yun Zhang

School of Electronics and Communication Engineering,
Sun Yat-sen University, China

Contact: zhangyun2@mail.sysu.edu.cn

The facial region is pivotal for portrait image quality
evaluation, yet it typically occupies only a small portion of
the entire image, which poses a challenge for deep neural
networks that tend to capture global semantics and context.
Furthermore, scene-dependent variations in portrait qual-
ity scores introduce additional complexities [5]. To address
these issues, this solution proposes a scene-adaptive global
context and local facial perception network. The proposed
method first leverages a face detector [16] to precisely lo-
calize the facial region within the global image. Then, vi-

sion Transformer is employed to model quality-centric em-
beddings of both local facial region and global image. To
address scene-specific quality biases, we formulate a scene
recognition task and leverage scene category to adaptively
select scene-specific global and local facial regressors. Fi-
nally, a global local gating network dynamically adjusts the
weighting of quality predictions from the two branches, re-
sulting in the final quality score.

Global Method Description We propose a novel solu-
tion that scene-adaptively evaluates the global image and
detected local facial image through a face detector, ulti-
mately fusing the local and global assessments to obtain a
final quality score through a global local gating network.
The proposed model, illustrated in Figure 9, is structured as
follows: Face Detector employs a lightweight Dual Shot
Face Detector [16] for robust facial localization within por-
trait images. The initial confidence threshold is empirically
set to 0.8, achieving a 99% face detection rate on PIQ23
database [3]. In the absence of a detected face at this thresh-
old, the Detector iteratively decreases the confidence thresh-
old (0.7, 0.6, 0.5, 0.4, 0.2) until at least one face is suc-
cessfully identified. The longer edge of the detected face
bounding box determines the cropping dimension, ensur-
ing a minimum resolution of 512x512 pixels. Feature Ex-
traction Module leverages the first 10 Transformer layers
from the ViT-Base [11], initialized with pre-trained weights
from the CLIP visual encoder [24]. The initial 6 blocks
are frozen, and the remaining parameters are fine-tuned on
PIQ23 database. The outputs of the first 6 blocks are fed
into a convolutional layer and linear layer for scene clas-
sification. The global and local embeddings are derived
by mapping the concatenated features from the last three
ViT blocks to the ViT’s embedding space via a convolu-
tional projection. Global Local Gating Network is con-
structed to weight local and global quality predictions, com-
prising an input layer, two fully-connected hidden layers of
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Figure 9. Overview the method proposed by Team SECE-SYSU. The model leverages a face detector for facial localization. A Vision
Transformer then extracts quality-aware embeddings from both the local facial region and the global image. Scene classification guides the
selection of scene-specific regressors for global and local quality prediction. A gating network dynamically fuses these predictions for the
final quality score.

sizes 128 and 64 with ReLU activations, and a single out-
put neuron with a sigmoid activation. Scene Adaptive Re-
gressors, implemented as linear layers, are selected based
on the ground truth scene categories (training phase). The
model is trained under three scenarios: global-only, local-
only, and joint global-local, with respective probabilities of
0.3, 0.3, and 0.4. During the testing phase, global and local
image are jointly processed, and their scores are weighted
by the predicted scene probabilities and individual scores.
The gated fusion network then weights the local and global
scores to yield the final prediction.

Implementation details The proposed model was con-
structed using the PyTorch framework and trained on an
NVIDIA GeForce RTX 3090 GPU (24G). The experiment
employed an 80-epoch training regimen with a batch size
of 16. The AdamW optimizer with betas of 0.9 and 0.999
was utilized for training, initialized with a learning rate of
1e-5 and an L2 weight decay of 1e-5. A cosine annealing
learning rate scheduler was adopted, with a warm-up phase
reaching a maximum learning rate of 1e-4 and a minimum
learning rate of 0 over 30 cycles. The objective function
was the Huber loss, with a hyperparameter of 0.2. Data
from the PIQ23 dataset was split, with 90% of samples from
each scene used for training and the remaining 10% used

for testing. During preprocessing, input images were sub-
divided into 224 ×224 patches. For training, a single patch
was randomly sampled per image and underwent random
flipping for data augmentation. The training phase took ap-
proximately 8 hours. In the testing phase, 30 patches were
densely sampled from each image, and the final prediction
was obtained by averaging the predicted results. The pro-
posed model achieves an SROCC of 0.8335 and a PLCC of
0.8422 on PIQ23 following the scene-based data partition-
ing of Chahine et al [3]. Our model achieves an inference
time of 755ms per image on an Intel i5-12400F CPU with
16GB RAM and an NVIDIA GeForce RTX 2080 8GB GPU
(model complexity details in Table 3).

Module Face detector Other modules

MACs 3.36G 26.11G
FLOPs 3.36G 35.43G
Params 14.22M 135.02M

Inference time (per image): 755 ms

Table 3. Efficiency study of Team SECE-SYSU.
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